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1 Depression in Children
and Adolescents

Causes, Treatment, and Prevention

John R. Z. Abela and Benjamin L. Hankin

Children and adolescents are currently experiencing depression at an
unprecedented rate. As prevalence rates of depression in Western cultures have soared to
epidemic proportions, the average age of onset has rapidly decreased (Reich et al., 1987).
Researchers have reported that by the age of 14, as many as 9% of youth have already
experienced at least one episode of severe depression (Lewinsohn, Hops, Roberts, Seeley,
& Andrews, 1993). Lifetime prevalence rates of major depressive disorder for adolescents
between the ages of 15 and 18 are estimated to be approximately 14%, with an addi-
tional 11% reporting minor depression (for review, see Hammen & Rudolph, 2004).
Even when diagnostic criteria are not met, subsyndromal depressive symptoms are indic-
ative of impaired functioning and may lead to the later development of diagnosable disor-
ders (Roberts, Lewinsohn, & Seeley, 1991). Early-onset depression is a chronic disorder
with as many as 84% of those depressed as youths experiencing depressive episodes in
adulthood (Harrington, Rutter, & Frombonne, 1996). Further, early-onset depression has
been shown to be associated with a wide range of psychiatric and physical health prob-
lems in adulthood as well as impairment in multiple domains of functioning (e.g.,
Achenbach, Howell, McConaughy, & Stanger, 1995a, 1995b; Fleming, Boyle, & Offord,
1993; Kandel & Davies, 1986; Rao et al., 1995).

Until recent years, most of the research examining the etiology, treatment, and pre-
vention of depression has been conducted using adult samples. This is unfortunate, given
that results from studies examining models of depression in adults cannot be extended
downward to children and adolescents. Rather, age-related differences in cognition, emo-
tion, behavior, and physical development must be taken into account, and theories of eti-
ology as well as the efficacy of treatment/prevention interventions must be examined
using child, adolescent, and adult samples.
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Substantial progress has been made in the past decade in understanding the etiology
of depression in child and adolescent populations within a vulnerability–stress, develop-
mental psychopathology framework from cognitive, interpersonal, biological, genetic,
and emotion regulation perspectives. In addition, research on the etiology of depression
in youth has begun to be translated into effective treatments for youth suffering from
depressive disorders, as well as effective prevention programs for use with both unse-
lected and high-risk samples of youth.

The goal of this edited book is to bring together some of the foremost experts who
are conducting groundbreaking research examining the causes, treatment, and prevention
of depression in children and adolescents, to summarize the theoretical and empirical lit-
erature that has accumulated on these topics in the past decade and to propose future
directions for theory, research, and clinical practice. The two major unique and distinct
aspects of this book are (1) its interdisciplinary approach to understanding the develop-
ment of depression in youth within a vulnerability–stress, developmental psychopatho-
logical framework and (2) its attempt to bridge the gap between research on the etiology
of depression and the various approaches to treatment and prevention.

Chapter 2 reviews recent literature on the epidemiology of depression in children
and adolescence, touching on issues such as (1) the classification of depressive disorders,
(2) developmental differences in the manifestation of depressive symptoms, (3) the preva-
lence/incidence of depressive disorders in youth, (4) gender differences in the prevalence
rates of depression in youth, (5) socioeconomic, ethnic, and cultural differences in the
prevalence rates of depression in youth, (5) the continuous versus categorical nature of
depression, and (6) the developmental course and prognosis of childhood and adolescent
depression.

Part II of the book presents contemporary theoretical models of the etiology and
maintenance of depression in youth from a diverse array of theoretical perspectives (e.g.,
childhood adversity, cognitive, interpersonal, biological, genetics, and emotion regula-
tion) Theories are organized within a vulnerability–stress, developmental psychopatholo-
gy framework. Research examining the etiological components of such theoretical models
in children, preadolescents, and adolescents is discussed. Emphasis is placed on the
impact of developmental factors on the etiological chains proposed by the various mod-
els. Directions for future research are outlined.

Part III focuses on both individual and group treatments for depression in youth.
Treatments representing a wide variety of theoretical orientations (cognitive, interper-
sonal, and biological) are included. Each chapter presents a step-by-step overview of the
implementation of a particular intervention with children and adolescents. Attention is
paid to drawing connections between the therapeutic techniques employed and the theo-
retical models on which the interventions are based. The available research examining
both the efficacy of interventions and their mechanisms of action is summarized. Direc-
tions for future research are outlined.

Part IV focuses on the prevention of depression in youth. The theoretical framework
underlying three specific empirically supported, cognitive-behavioral depression pro-
grams is described in detail. The techniques employed in such programs are presented in a
step-by-step manner. The available research examining both the efficacy of the interven-
tions and their mechanisms of action is summarized. The authors outline future direc-
tions for modification of their programs in order to increase their efficacy for use with
both unselected samples of youth and at-risk populations.

Part V touches on issues presented in the previous four sections as they pertain to
specific populations. The topics covered include (1) research pertaining to the epidemiol-
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ogy, etiology, treatment, and prevention of depression in children of depressed parents,
(2) theoretical models of suicidality, as well as interventions for working with suicidal
youth, and (3) cognitive, interpersonal, life stress, and biological models proposed specifi-
cally to clarify the emergence of gender differences in the prevalence of depression.

This book seeks to provide a critical analysis of the prevailing theories of vulnerabil-
ity to depression in youth, as well as the treatment/prevention programs based on such
theories. Because it represents one of the first attempts to place such theories and inter-
ventions within a developmental psychopathology framework, more questions are posed
than answers given. At the same time, the book aims to serve as a springboard to the
development of more holistic, developmentally sensitive models of the etiology, treat-
ment, and prevention of depression in youth from a vulnerability–stress perspective.
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2 Epidemiology of Depression
in Children and Adolescents

Shelli Avenevoli, Erin Knight, Ronald C. Kessler,
and Kathleen Ries Merikangas

This chapter provides an update on previous reviews of the epidemiologi-
cal literature on childhood and adolescent unipolar depression (Kessler, Avenevoli, &
Merikangas, 2001; Merikangas & Avenevoli, 2002). Less than two decades ago, infor-
mation on the prevalence, course, and risk of depression among children and adolescents
was based on studies with small, unrepresentative, or primarily clinical samples of youth
or on retrospective accounts from studies of adults. Since that time, a number of commu-
nity surveys have been carried out that studied the epidemiology of depression among
youths. Moreover, child and adolescent psychiatric epidemiological research has pro-
gressed from descriptive to analytical aims (Earls, 1979). Prompted in part by a trend to
integrate developmental issues (Costello, Foley, & Angold, 2006), several community
studies have followed cohorts over time and have provided valuable information on
changes in prevalence, trajectories of illness, and mechanisms of risk across child, adoles-
cent, and early adult development. These studies are reviewed here, with an emphasis on
findings regarding prevalence, comorbidity, developmental course, correlates, conse-
quences, and treatment. Consistent with the available literature, the information pre-
sented focuses on major depression or collapsed indices of depressive disorders. When
available, findings for dysthymia and minor depression are discussed; the epidemiology
of bipolar disorder is not reviewed in this chapter.

METHODOLOGICAL ISSUES
Definition

Depression has been defined in a number of ways in the research literature (Angold,
1988; Compas, Ey, & Grant, 1993), including as a transient mood or affective state, a
syndrome of related symptoms, and a clinical disorder defined by official nosologies (e.g.,
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Diagnostic and Statistical Manual of Mental Disorders, fourth edition [DSM-IV; Ameri-
can Psychiatric Association, 1994], International Classification of Diseases, 10th edition
[ICD; World Health Organization, 1993]). These conceptualizations represent different
approaches to measurement and highlight two controversial issues in child and adoles-
cent psychiatry. The first issue concerns the threshold at which clinically significant
depression is defined among children and adolescents. Consistent with empirical evidence
that the essential features of depression are similar in adults and adolescents (Angst,
1988; Roberts, Lewinsohn, & Seeley, 1995; Lewinsohn, Pettit, Joiner, & Seeley, 2003),
the diagnostic criteria for all mood disorders are virtually identical for children and
adults. The few exceptions in DSM-IV for major depression and dysthymia include irrita-
ble mood as a proxy for depressed mood, failure to make expected weight gains as a
proxy for weight loss, and shorter required duration for dysthymia.

Despite similarities in the core symptoms of depression, however, there is evidence of
age differences in symptom expression that may reflect developmental changes in cogni-
tive, emotional, biological, and social competencies (Avenevoli & Steinberg, 2001;
Cichetti & Toth 1998; Kovacs, Obrosky, & Sherrill, 2003; Weiss & Garber 2003). Find-
ings consistently suggest that somatic complaints among youth with depressive disorders
decrease with age, hypersomnia and reduced appetite (for girls) increase during adoles-
cence, and suicide risk peaks during middle (girls) or late (boys) adolescence (Kashani,
Rosenberg, & Reid, 1989; Kovacs & Gatsonis, 1989; Kovacs et al., 2003; Mitchell,
McCauley, Burke, & Moss, 1988; Ryan et al., 1987; Weiss et al., 1992). In addition, a
growing literature highlights the significance of syndromes (e.g., minor depression) that
fall below diagnostic thresholds by number of symptoms or duration of episodes. The
large proportion of children and adolescents with subthreshold depressive symptoms
(Kessler & Walters, 1998; Angold, Costello, Farmer, Burns, & Erkanli, 1999) report as
much or nearly as much functional impairment and seek treatment at the same or higher
rates as adolescents with major depression (Angold, Costello, Farmer, Burns, & Erkanli,
1999; Gonzalez-Tejera et al., 2005). Thus, although child and adolescent studies collec-
tively support the downward extension of adult criteria, insufficient attention to develop-
mental differences may lead to the underidentification of clinically meaningful cases
(Avenevoli & Steinberg, 2001; Weiss & Garber 2003). This may be particularly true
among preadolescent children, owing to the fact that few studies have examined differ-
ences in syndrome expression between school-age children and adults (but see Luby,
Heffelfinger, et al., 2003; Luby, Mrarotsky, et al., 2003, and Egger & Angold, 2006, for
early work on nosology in preschool children).

A related controversy concerns whether depression ought to be considered on a con-
tinuum of severity or as a categorical disorder. The categorical approach is required for
clinical decision, but a dimensional approach allows examination of the full severity gra-
dient and makes it possible to study correlates of severity. The dimensional approach is
also favored by some researchers because it typically yields greater statistical power in
data analyses. However, the dimensional approach is often limited to assessment during
recent time intervals (e.g., the past week), in contrast to categorical approaches that can
be adapted to assess lifetime history. There are statistical methods to determine whether
the implicit assumption of discrete latent categories (taxa) that distinguish cases and
noncases can be rejected in analysis of dimensional symptom distributions (Kessler,
2002). Most research along these lines on adults and adolescents has failed to find strong
evidence to support a categorical characterization of depression (Hankin, Fraley, Lahey,
& Waldman, 2005; Kessler, Zhao, Blazer, & Swartz, 1997; Ruscio & Ruscio, 2000; Slade
& Andrews, 2005); however, there is some evidence that depression, or specific subtypes,
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may be taxonic (Ambrosini, Bennett, Cleland, & Haslam, 2002; Beach & Amir, 2003;
Solomon, Ruscio, Seeley, & Lewinsohn, 2006). Some recent commentators have called
for additional empirical research to further examine the structure of child psychopatholo-
gy (e.g., Lahey et al., 2004) and to systematically evaluate methodological factors (Solo-
mon et al., 2006), whereas others have cautioned that there is no “right” approach and
that categorical and dimensional approaches both have utility in different contexts and
with different research questions (Rutter, 2003; Pickles & Angold, 2003).

As much of the psychiatric epidemiological literature is based on the categorical
approach, most of the findings on prevalence, comorbidity, course, and outcomes pre-
sented in this chapter focus on depressive disorders as defined by DSM.

Assessment

Structured and semistructured diagnostic interviews have been developed to assess child
and adolescent depressive disorders (e.g., Angold et al., 1995; Chambers et al., 1985).
Diagnostic interviews employ rules for assessing syndromes in terms of frequency, dura-
tion, and impairment and stipulate procedures for defining dichotomous caseness based
on current taxonomies. However, use of these interviews presents three important chal-
lenges in epidemiological research.

One challenge in using diagnostic interviews is that the ICD-10 and DSM-IV criteria
do not provide clear guidelines regarding a number of required classification distinctions,
such as “clinically significant” impairment and “marked” distress (Angold et al., 1995).
Developers of diagnostic interviews have made their own decisions about operational
definitions in an effort to increase the reliability of an assessment. These decisions, how-
ever, are not always applied consistently across research programs. As a result, fully
structured respondent-based assessments are likely to yield more consistent data across
raters, although the flexibility of semistructured interviews may yield higher validity.

A second challenge is that diagnostic interviews are typically administered to multiple
respondents, including a parent, a teacher, and/or the child or adolescent. Although there is
sufficient evidence to support the use of multiple informants (i.e., each offers a unique per-
spective; Achenbach, McConaughy, & Howell, 1987; Kraemer et al., 2003), there is little
consensus on how best to integrate the often inconsistent information obtained from multi-
ple informants to yield optimally valid diagnoses. This problem is especially acute in follow-
ing youth over time, as the norm in the literature is not to interview children under the age of
approximately 12 but to rely entirely on parent and/or teacher interviews, thus creating an
inconsistency in data density when youth are followed from an earlier age into adolescence.
Common approaches to resolving interrater discrepancies in reports include carrying out
separate parallel analyses for each informant, combining diagnostic information using an
“OR” rule (i.e., accepting positive reports from any informant) either at the diagnostic level
or at the symptom level, or using an “AND” rule (i.e., requiring that all informants report
the symptom or syndrome as present to qualify as a case). Another option is to integrate
data across sources into clinical “best estimates.”

A third challenge is that the reliability and validity of diagnostic interviews change
with the age of the respondent. This is due to an increase in the reliability and validity of
child reports with age, to the increased recognition of psychiatric symptoms by children
and parents as children get older, and to the likelihood that symptoms themselves become
clearer with age. These age-related changes increase the complexity of studies of change,
as true change in symptoms can be confounded with age-related variation in instability
due to unreliability and invalidity.
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PREVALENCE
Prevalence Estimates of Depressive Disorders

Twenty-eight national and international studies employing community samples and stan-
dardized diagnostic criteria provide estimates of prevalence for major depression,
dysthymia, and other depressive disorders (see Table 2.1). There is wide variation in prev-
alence estimates across these studies.

In general, prevalence estimates of depression in schoolchildren (approximately 7–12
years) are lower than those of depression in adolescents (approximately 13–18 years) and
young adults (approximately 19–26 years). As evidenced in Table 2.1, point prevalence
estimates for major depression range from less than 1% (Costello et al., 1996) to 2%
(Kashani & Simonds, 1979) among school-age children and from about 1% (Fergusson,
Horwood, & Lynskey, 1993) to 7% (Garrison et al., 1997) among adolescents. As would
be expected, 6- and 12-month prevalence estimates were somewhat higher, with ranges
from less than 1% (Anderson, Williams, McGee, & Silva, 1987; Costello et al., 1988) to
almost 3% (Velez, Johnson, & Cohen, 1989) among preadolescents and from 2%
(McGee et al., 1990; Velez et al., 1989) to 13% (Feehan, McGee, Raja, & Williams,
1994) among adolescents. In the two studies that assessed young adults, 12-month preva-
lence estimates were 8.2% (Pine, Cohen, Gurley, Brook, & Ma, 1998) and 16.8%
(Newman, Moffit, Caspi, & Magdol, 1996).

Lifetime prevalence of major depression in children was reported in only one study
(1.1% at age 9; Kashani et al., 1983). Six studies reported lifetime prevalence in adoles-
cents, with estimates ranging from 4.0% (Whitaker et al., 1990) to 24.0% (Lewinsohn,
Hops, Roberts, Seeley, & Andrews, 1993). Estimates for young adults were at the upper
end of the adolescent range (Reinherz, Paradis, Giaconia, Stashwick, & Fitzmaurice,
2003). The only study based on a national probability sample of adolescents and young
adults reported a 15% lifetime prevalence estimate (Kessler & Walters, 1998).

Estimates of prevalence for dysthymic disorder follow the same general pattern as
for major depression, with prevalence estimates higher in adolescents than in children.
Prevalence estimates of dysthymia among school-age children are similar to those of
major depression (Costello et al., 1988; Costello, Mustillo, Erkanli, Keeler, & Angold,
2003). For adolescents and young adults, in comparison, prevalence estimates of
dysthymia are typically lower than those of major depression (Feehan et al., 1994; Kim-
Cohen et al., 2003; Lewinsohn et al., 1993; Newman et al., 1996; Verhulst, van der Ende,
Ferdinand, & Kasius, 1997; Wittchen, Nelson, & Lachner, 1998). In contrast, prevalence
estimates of subthreshold depressive disorders and syndromes, including minor depres-
sion and depression not otherwise specified (NOS), are generally higher than those of
major depression across all age groups (Angold et al., 2002; Costello et al., 2003;
Gonzalez-Tejera et al., 2005; Kashani et al., 1983; Lewinsohn, Shankman, Gau, & Klein,
2004).

Age and Sex Patterns of Prevalence

Retrospective studies of adults with depression suggest that first onset is most likely to
occur in the age range between mid-to-late adolescence and young adulthood (Burke,
Burke, Regier, & Rae, 1990; Kessler, McGonagle, Swartz, Blazer, & Nelson, 1993;
Lewinsohn, Duncan, Stanton, & Hautzinger, 1986). In the only nationally representative
general population sample to examine age of onset, approximately 25% of adults with
major depression or dysthymia reported onset prior to young adulthood, and almost

Epidemiology of Depression 9



10

TA
B

LE
2
.1

.
P

re
va

le
nc

e
E
st

im
at

es
of

D
ep

re
ss

iv
e

D
is

or
de

rs
in

C
om

m
un

ity
Sa

m
pl

es
of

C
hi

ld
re

n
an

d
A

do
le

sc
en

ts

A
ut

ho
rs

L
oc

at
io

n
W

av
e

n
A

ge
(y

r)
D

x
cr

it
er

ia
D

x
in

tv
w

a,
b

Pe
ri

od
c

M
D

E
/D

d,
e

O
th

er
de

pr
es

si
on

f

U
ni

te
d

St
at

es

A
ng

ol
d

et
al

.
(2

00
2)

N
or

th
C

ar
ol

in
a

92
0

9–
17

D
SM

-I
V

C
A

PA
3M

1.
0%

0.
3%

(D
Y

),
1.

7%
(m

D
ep

)

B
ir

d
et

al
.

(1
98

8)
Pu

er
to

R
ic

o
38

6
4–

16
D

SM
-I

II
D

IS
C

5.
9%

(I
)

C
an

in
o

et
al

.
(2

00
4)

Pu
er

to
R

ic
o

1,
88

6
4–

17
D

SM
-I

V
Sp

an
is

h
D

IS
C

12
M

3.
6%

,
3.

0
(I

)
0.

6%
(D

Y
),

0.
5%

(D
Y

;I
)

G
on

za
le

z-
Te

je
ra

et
al

.
(2

00
5)

89
1

11
–1

7
4.

4%
5.

3%
(m

D
ep

)

C
os

te
llo

et
al

.
(1

98
8)

Pi
tt

sb
ur

gh
30

0
7–

11
D

SM
-I

II
D

IS
C

12
M

0.
4%

1.
3%

(D
Y

)

C
os

te
llo

et
al

.
(1

99
6)

N
or

th
C

ar
ol

in
a

1
1,

01
5

9,
11

,
13

D
SM

-I
II

-R
C

A
PA

3M
0.

03
%

0.
1%

(D
Y

),
1.

5%
(N

O
S)

C
os

te
llo

et
al

.
(2

00
3)

FU
to

16
9–

16
D

SM
-I

V
0.

4%
0.

3%
(D

Y
),

1.
5%

(N
O

S)
,

2.
2%

(A
ny

)

D
ey

ki
n,

L
ev

y,
&

W
el

ls
(1

98
7)

B
os

to
n

42
4

16
–1

9
D

SM
-I

II
D

IS
LT

6.
8%

G
ar

ri
so

n
et

al
.

(1
99

7)
So

ut
he

as
te

rn
U

ni
te

d
St

at
es

1 2
35

9
11

–1
6

12
–1

7
D

SM
-I

II
K

-S
A

D
S

PT
7.

0%
5.

4%
2.

6%
(D

Y
)

4.
3%

(D
Y

)

K
as

ha
ni

&
Si

m
on

ds
(1

97
9)

M
is

so
ur

i
10

3
7–

12
D

SM
-I

II
PT

1.
9%

K
as

ha
ni

et
al

.
(1

98
7a

,
19

87
b)

M
is

so
ur

i
15

0
14

–1
6

D
SM

-I
II

D
IC

A
PT

4.
7%

K
as

ha
ni

et
al

.
(1

98
9)

M
is

so
ur

i
21

0
8,

12
,

17
D

SM
-I

II
C

A
S

PT
1.

5,
1.

5,
5.

7%

K
es

sl
er

&
W

al
te

rs
(1

99
8)

U
ni

te
d

St
at

es
1,

76
9

15
–2

4
D

SM
-I

II
-R

C
ID

I
30

D
,

12
M

,
LT

5.
8%

(3
0D

)
12

.4
%

(1
2M

)
15

.3
%

(L
T

)

2.
1%

(m
D

ep
,

30
D

)
7.

1%
(m

D
ep

,
12

M
)

9.
9%

(m
D

ep
,

LT
)



11

K
ilp

at
ri

ck
et

al
.

(2
00

3)
U

.S
.

pr
ob

ab
ili

ty
4,

02
3

12
–1

7
D

SM
-I

V
N

W
S

6M
M

:
7.

4%
,

F:
13

.9
%

L
ew

in
so

hn
et

al
.

(1
99

1)
O

re
go

n
1

1,
70

9
14

–1
8

D
SM

-I
II

-R
K

-S
A

D
S-

E
PT

,
LT

2.
9%

(P
T

),
3.

2%
(D

Y
,

LT
)

L
ew

in
so

hn
et

al
.

(2
00

4)
20

.4
%

(L
T

)
25

.9
%

(s
M

D
D

,
LT

)

L
ew

in
so

hn
et

al
.

(1
99

3)
2

1,
50

7
15

–1
9

L
IF

E
PT

,
LT

3.
1%

(P
T

)
24

.0
%

(L
T

)
0.

1%
(D

Y
,

PT
),

3.
0%

(D
Y

,L
T

)

L
ew

in
so

hn
,

pe
rs

on
al

co
m

m
un

ic
at

io
n

(2
00

6)
3 4

94
1

81
6

24
D

SM
-I

V
PT PT

2.
4%

4.
1%

0.
5%

(D
Y

)
0.

8%
(D

Y
)

R
ei

nh
er

z,
G

ia
co

ni
a,

L
ef

ko
w

it
z,

Pa
ki

z,
&

Fr
os

t
(1

99
3)

N
or

th
ea

st
er

n
U

ni
te

d
St

at
es

1
38

6
18

D
SM

-I
II

-R
D

IS
1M

,
2.

9%
(1

M
),

G
ia

co
ni

a
et

al
.

(1
99

4)
6M

,
LT

6.
0%

(6
M

),
9.

4%
(L

T
)

R
ei

nh
er

z,
G

ia
co

ni
a,

C
ar

m
el

a-
H

au
f,

W
as

se
rm

an
,

&
Si

lv
er

m
an

(1
99

9)

2
37

5
21

LT
10

%

R
ei

nh
er

z
et

al
.

(2
00

3)
3

35
4

18
–2

6
D

SM
-I

V
LT

23
.2

%

Sh
af

fe
r,

Fi
sh

er
,

D
ul

ca
n,

&
D

av
ie

s
(1

99
6)

A
tl

an
ta

,
G

A
;

N
ew

H
av

en
,

C
T

;
N

ew
Y

or
k;

Pu
er

to
R

ic
o

1,
28

5
9–

17
D

SM
-I

II
-R

D
IS

C
6M

5.
6%

(I
),

7.
1%

(n
o

I)
7.

2%
(A

ny
,

I)
,

8.
8%

(A
ny

,
no

I)

Si
m

on
of

f
et

al
.

(1
99

7)
V

ir
gi

ni
a

2,
76

2
tw

in
s

8–
16

D
SM

-I
II

-R
C

A
PA

3M
1.

2%
(I

),
1.

3%
(n

o
I)

V
el

ez
et

al
.

(1
98

9)
N

ew
Y

or
k

St
at

e
1

77
6

1–
10

N
o

as
se

ss
m

en
t

2
76

0
9–

12
13

–1
8

D
SM

-I
II

-R
D

IS
C

12
M

2.
5%

3.
7%

3
71

6
11

–1
4

15
–2

0
2.

5%
3.

1%

Pi
ne

et
al

.
(1

99
8)

4
71

6
17

–2
6

M
:

5.
0%

,
F:

11
.5

%

W
hi

ta
ke

r
et

al
.

(1
99

0)
N

ew
Je

rs
ey

35
6

13
–1

8
D

SM
-I

II
C

lin
ic

al
In

tv
w

LT
4.

0%
4.

9%
(D

Y
)

(c
on

ti
nu

ed
)



12

TA
B

LE
2
.1

.
(c

on
ti

nu
ed

)

A
ut

ho
rs

L
oc

at
io

n
W

av
e

n
A

ge
(y

r)
D

x
cr

it
er

ia
D

x
in

tv
w

a,
b

Pe
ri

od
c

M
D

E
/D

d,
e

O
th

er
de

pr
es

si
on

f

In
te

rn
at

io
na

l

K
as

ha
ni

et
al

.
(1

98
3)

D
un

ed
in

,
N

ew
Z

ea
la

nd
B

18
9

9
D

SM
-I

II
K

-S
A

D
S-

E
PT

,
LT

1.
8%

(P
T

),
1.

1%
(L

T
)

2.
5%

(P
T

m
D

ep
),

9.
7%

(L
T

m
D

ep
)

A
nd

er
so

n
et

al
.

(1
98

7)
1

79
2

11
D

IS
C

12
M

0.
5%

1.
8%

*
(A

ny
)

M
cG

ee
&

W
ill

ia
m

s
(1

98
8)

2
76

2
13

PT
0.

4%
1.

6%
(D

Y
)

M
cG

ee
et

al
.

(1
99

0)
3

94
3

15
D

IS
C

sh
or

t
PT

,
12

M
1.

2%
(P

T
),

1.
9%

(1
2M

)
1.

1%
(D

Y
,

12
M

)

Fe
eh

an
et

al
.

(1
99

4)
4

93
0

18
D

SM
-I

II
-R

D
IS

PT
,

12
M

3.
4%

(P
T

),
13

.3
%

(1
2M

)
3.

2%
(D

Y
,

12
M

)

N
ew

m
an

et
al

.
(1

99
6)

5
96

1
21

12
M

16
.8

%
3.

0%
(D

Y
)

K
im

-C
oh

en
et

al
.

(2
00

3)
6

97
6

26
D

SM
-I

V
12

M
16

.5
%

0.
8%

(D
Y

)

C
an

al
s,

M
ar

ti
-H

en
ne

be
rg

,
Fe

rn
an

de
z-

B
al

le
rt

,
&

M
ar

ti
-

H
en

ne
be

rg
(1

99
5)

Sp
ai

n
1

50
0

10
–1

1
N

o
as

se
ss

m
en

t

C
an

al
s,

D
om

en
ec

h,
C

ar
ba

jo
,

&
B

la
de

(1
99

7)
2

29
0

18
(F

U
)

D
SM

-I
II

-R
SC

A
N

PT
2.

4%
5.

8%
(D

Y
),

0.
7%

(m
D

ep
)

Fe
rg

us
so

n
et

al
.

(1
99

3)
C

hr
is

tc
hu

rc
h,

N
ew

Z
ea

la
nd

1
1,

26
5

15
D

SM
-I

II
-R

D
IS

C
PT

,
12

M
0.

7%
(P

T
)

4.
2%

(1
2M

)
0.

4%
(D

Y
,

PT
)

Fe
rg

us
so

n
&

W
oo

dw
ar

d
(2

00
2)

2–
4

1,
00

6
16

–2
1

D
SM

-I
V

C
ID

I
in

te
rv

al
33

.5
%

(c
um

ul
at

iv
e)

Fl
em

in
g,

O
ff

or
d,

&
B

oy
le

(1
98

9)
O

nt
ar

io
,

C
an

ad
a

2,
85

2
6–

16
D

SM
-I

II
SD

I
6M

5.
9%



13

G
au

,
C

ho
ng

,
C

he
n,

&
C

he
ng

(2
00

5)
Ta

iw
an

3-
ye

ar
pa

ne
l

1,
07

0
7t

h
8t

h
9t

h
gr

ad
e

D
SM

-I
V

C
hi

ne
se

K
SA

D
S-

E
U

nk
0.

5%
2.

5%
4.

4%

0.
2%

(D
Y

)
0.

2%
(D

Y
)

0.
6%

(D
Y

)

G
oo

dy
er

&
C

oo
pe

r
(1

99
3)

C
am

br
id

ge
sh

ir
e,

E
ng

la
nd

1,
06

8
gi

rl
s

11
–1

6
D

SM
-I

II
-R

D
IS

C
PT

,
12

M
3.

6%
(P

T
),

6.
0%

(1
2M

)

R
ut

te
r,

T
iz

ar
d,

&
W

hi
tm

or
e

(1
97

0)
Is

le
of

W
ig

ht
2,

30
3

14
–1

5
—

C
lin

ic
al

in
tv

w
PT

1.
5%

V
er

hu
ls

t
et

al
.

(1
99

7)
N

et
he

rl
an

ds
78

0
13

–1
8

D
SM

-I
II

-R
D

IS
C

6M
3.

6%
2.

3%
(D

Y
)

W
it

tc
he

n
et

al
.

(1
99

8)
M

un
ic

h,
G

er
m

an
y

3,
02

1
14

–2
4

D
SM

-I
V

C
ID

I
12

M
LT

3.
6%

(1
2M

)
9.

3%
(L

T
)

2.
9%

(D
Y

,1
2M

)
3.

0%
(D

Y
,L

T
)

Pe
za

w
as

et
al

.
(2

00
3)

2,
54

8
14

–2
2

LT
2.

6%
(R

B
D

/s
R

B
D

)

Y
an

g,
So

on
g,

K
uo

,
C

ha
ng

,
&

C
he

n
(2

00
4)

Ta
ip

ei
17

8
12

–1
6

D
SM

-I
V

K
-S

A
D

S
PT

3.
7%

(n
o

I)
2.

4%
(I

)
2.

7%
(D

Y
,

no
I)

0.
3%

(D
Y

,I
)

a
D

ia
gn

os
ti

c
in

te
rv

ie
w

.
b

A
bb

re
vi

at
io

ns
of

di
ag

no
st

ic
in

te
rv

ie
w

s:
C

A
S,

C
hi

ld
A

ss
es

sm
en

t
Sc

he
du

le
;C

A
PA

,C
hi

ld
an

d
A

do
le

sc
en

t
Ps

yc
hi

at
ri

c
A

ss
es

sm
en

t;
C

ID
I,

C
om

po
si

te
In

te
rn

at
io

na
lD

ia
gn

os
ti

c
In

te
r-

vi
ew

;
D

IC
A

,
D

ia
gn

os
ti

c
In

te
rv

ie
w

fo
r

C
hi

ld
re

n
an

d
A

do
le

sc
en

ts
;

D
IS

,
D

ia
gn

os
ti

c
In

te
rv

ie
w

Sc
he

du
le

;
D

IS
C

,
D

ia
gn

os
ti

c
In

te
rv

ie
w

Sc
he

du
le

fo
r

C
hi

ld
re

n;
K

-S
A

D
S,

Sc
he

du
le

fo
r

A
ff

ec
ti

ve
D

is
or

de
rs

an
d

Sc
hi

zo
ph

re
ni

a
fo

r
Sc

ho
ol

-A
ge

C
hi

ld
re

n;
N

W
S,

N
at

io
na

l
W

om
en

’s
St

ud
y,

M
aj

or
de

pr
es

si
on

m
od

ul
e;

SC
A

N
,

Sc
he

du
le

s
fo

r
C

lin
ic

al
A

ss
es

sm
en

t
in

N
eu

ro
ps

yc
hi

at
ry

;
SD

I,
Su

rv
ey

D
ia

gn
os

ti
c

In
st

ru
m

en
t.

c
T

im
e

pe
ri

od
ab

br
ev

ia
ti

on
s:

PT
,

po
in

t;
30

D
,

30
da

ys
;

1M
,

1
m

on
th

;
6M

,
6

m
on

th
s;

12
M

,
12

m
on

th
s;

LT
,

lif
et

im
e.

d
M

aj
or

de
pr

es
si

ve
ep

is
od

e
or

di
so

rd
er

.
e

A
bb

re
vi

at
io

ns
:

I,
w

it
h

im
pa

ir
m

en
t;

no
I,

w
it

ho
ut

im
pa

ir
m

en
t;

M
,

m
al

es
;

F,
fe

m
al

es
.

f
O

th
er

de
pr

es
si

ve
di

so
rd

er
s

ab
br

ev
ia

ti
on

s:
A

ny
,a

ny
de

pr
es

si
ve

di
so

rd
er

;D
Y

,d
ys

th
ym

ia
;m

D
ep

,m
in

or
de

pr
es

si
on

;N
O

S,
no

t
ot

he
rw

is
e

sp
ec

if
ie

d;
R

B
D

,r
ec

ur
re

nt
br

ie
f

de
pr

es
si

on
;

sM
D

D
,

su
bt

hr
es

ho
ld

m
aj

or
de

pr
es

si
on

;
sR

B
D

,
su

bt
hr

es
ho

ld
re

cu
rr

en
t

br
ie

f
de

pr
es

si
on

.



50% by age 30 (see Figure 2.1). Longitudinal studies of treatment and community sam-
ples of children and adolescents suggest an earlier average age of onset between 11
and 14 years for major depression and dysthymia (Kovacs, Feinberg, Crouse-Novak,
Paulauskas, & Finkelstein, 1984; Lewinsohn et al., 1993). In addition, prospective stud-
ies that follow the same children over time reveal a dramatic increase in the prevalence of
major depressive episodes after age 11 and again after age 15, with a flattening of rates in
young adulthood (ages 21–26) (McGee, Feehan, Williams, & Anderson, 1992; Newman
et al., 1996; Kim-Cohen et al., 2003).

It has been well documented in national epidemiological studies that the prevalence
of depression is nearly twice as high among adult females as among adult males in devel-
oping countries (Kessler et al., 1993). Among preadolescents, community studies report
either no sex differences in depression (Fleming, Offord, & Boyle, 1989; Kashani et al.,
1983; Velez et al., 1989) or somewhat higher prevalence among preadolescent boys than
girls (Anderson et al., 1987; Costello et al., 1988; Angold, Costello, & Worthman, 1998).
During adolescence and young adulthood, however, depression is more common among
females than males (Cohen et al., 1993; Costello et al., 2003; Kessler & Walters, 1998;
Lewinsohn et al., 1993; McGee et al., 1990; Reinherz, Giaconia, Lefkowitz, Pakiz, &
Frost, 1993; Whitaker et al., 1990; Wittchen et al., 1998). Sex differences in depression
are evident for both major depression and dysthymia; however, findings on sex differ-
ences in minor depression (Kessler & Walters 1998; Gonzalez-Tejera et al., 2005), re-
current brief depression (Pezawas et al., 2003), and depressive symptoms (Petersen,
Sarigiani, & Kennedy, 1991) are mixed across studies.

The female preponderance of depression begins to emerge around the age of 13
(McGee et al., 1992; Nolen-Hoeksema & Girgus, 1994). In a longitudinal follow-up of a
large birth cohort, the change in the sex ratio was attributable to an increase in the inci-
dence of depression among females after age 11 and again between 15 and 18 (Hankin et
al., 1998). Although depression increases among both males and females during the mid-
dle adolescent years, the incidence among females is far greater than among males
(Hankin et al., 1998; Lewinsohn et al., 1993).

14 INTRODUCTION AND EPIDEMIOLOGY OF DEPRESSION

FIGURE 2.1. Age at onset of mood disorders in U.S. general population (n = 9,282). Data from
Kessler, Berglund, Demler, Jin, and Walters (2005).



CONCURRENT AND LIFETIME COMORBIDITY

Community studies show a consistently high comorbidity of depression with other men-
tal disorders among children and adolescents (Angold, Costello, & Erkanli, 1999;
Merikangas & Angst, 1995; Nottelmann & Jensen, 1995) and suggest that these associa-
tions are not fully explained by biases, expectancies, overlapping taxonomies, and other
methodological factors (Angold, Costello, & Erkanli, 1999) and that pure depression
may be relatively rare among youth (Avenevoli, Stolar, Li, Dierker, & Merikangas, 2001;
Lewinsohn, Rohde, & Seeley, 1998). Comorbidity has been associated with greater sever-
ity of depression and, in some cases, its co-occurring conditions, (e.g., anxiety; Last,
Perrin, Hersen, & Kazdin, 1996), greater risk of suicide (Rohde, Lewinsohn, & Seeley,
1991), and greater functional impairment (Lewinsohn et al., 1998). In this chapter, find-
ings on concurrent (defined here as comorbidity within the same year), lifetime, and
sequential comorbidity (i.e., one disorder preceding the other in time) are reviewed sepa-
rately. The first two are reviewed in this section, and sequential comorbidity is discussed
in the context of the course of depression (heterotypic continuity) in the next section.

Evidence from community studies of children and adolescents reveal that depression
is associated with a significantly elevated risk of anxiety, behavior, eating, and substance
use disorders (e.g., Gotlib & Hammen, 1992; Lewinsohn et al., 1993; Simonoff et al.,
1997). Depression and anxiety disorders are the most common concurrent conditions in
youth, with median prevalence estimates of more than 39% anxiety among youth with
depression and almost 17% depression among children and adolescents with anxiety dis-
orders (median odds ratio = 8.2; see Angold, Costello, and Erkanli, 1999, for a list of
studies and estimates). Major depression is significantly associated with most of the
major subtypes of anxiety disorders, with the exception of obsessive–compulsive disorder,
and shows particularly strong associations with overanxious and generalized anxiety dis-
orders (Costello, Egger, & Angold, 2004; Lewinsohn, Zinbarg, Lewinsohn, & Sack,
1997). Estimates of comorbid associations between anxiety and depression appear to
decrease as the time period of assessment increases (i.e., odds ratios are lower for associa-
tions assessed over a 12-month period, as compared with a 3-month period) and are low-
est for lifetime associations, suggesting that the two disorders are more likely to occur at
the same point in time than at different points in time (Lewinsohn et al., 1993, 1998).

Community samples also yield high estimates of concurrent comorbidity between
depression and conduct disorder, with a median prevalence of 27.3% conduct disorder
among youth with depression, 12.2% depression among youth with conduct disorder,
and a median odds ratio of 6.6 (Angold, Costello, & Erkanli, 1999). Associations
between depression and substance use disorders among children and adolescents are gen-
erally lower than associations between depression and anxiety and behavioral disorders
for both concurrent (median odds ratio = 2.2) and lifetime (median odds ratio = 3.3) time
periods ( see Armstrong & Costello, 2002, for a list of studies and estimates). Although
few studies have systematically examined sex differences in patterns of comorbidity, there
is evidence to suggest that comorbidity between depression and anxiety is similar for
females and males, but that comorbidity with substance use is greater among boys
(Costello et al., 2003).

Findings on comorbidity between subthreshold depressive syndromes and anxiety or
behavioral disorders are mixed and may be explained by differences in definitions
of subthreshold depression. Whereas some studies report high past-year comorbidity
(Gonzalez-Tejera et al., 2005), other studies show no significant comorbidity (Lewinsohn
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et al., 2004). However, patterns of concurrent comorbidity between recurrent brief
depression and anxiety may be more distinct than those between major depression and
anxiety. In contrast to the broad association between major depression and most anxiety
subtypes, recurrent brief depression shows associations with select anxiety disorders (i.e.,
agoraphobia, specific phobia with complications) (Pezawas et al., 2003).

CONTINUITY/COURSE

Whereas many previous studies of persistence were based on retrospective reports of
adult samples, a number of longitudinal community studies can now provide prospective
estimates of the continuity of depression across childhood and adolescence and into
adulthood. Findings of both homotypic and heterotypic continuity are reviewed here. In
keeping with the traditional use of these terms in developmental psychopathology,
homotypic continuity is defined as stability in the same or similar behavioral responses
over time and heterotypic continuity is defined as stability of an underlying construct that
is manifested differentially across time as a result of changing developmental capacities
(e.g., Avenevoli & Steinberg, 2001; Kagan & Moss, 1962; Sroufe & Rutter, 1984).

Homotypic Continuity

There is a great deal of evidence supporting the homotypic continuity of depression dur-
ing childhood and adolescence in clinical and community samples. Youth who have expe-
rienced major depressive episodes have a high risk of recurrence within a few years
(Kovacs, 1996; Lewinsohn et al., 1993), with a cumulative probability of recurrence of
40% by 2 years and 70% by 5 years (Birmaher et al., 1996). Depression during child-
hood is associated with risk of depression during adolescence, even after controlling for
comorbid disorders (Costello et al., 2003). Likewise, childhood-onset dysthymia is asso-
ciated with a high risk of major depression in adolescence (Kovacs, 1996; Lewinsohn,
Rohde, Seeley, & Hops, 1991). Although there are few community studies that have fol-
lowed children under the age of 12 into adulthood, there is some evidence from studies of
community and clinically referred youth that depression in childhood is predictive of
depression in young adulthood (Geller, Zimerman, Williams, Bolhofner, & Craney, 2001;
Kim-Cohen et al., 2003; Kovacs, 1996).

Prospective community studies also show that depression that begins in adolescence
is associated with risk for recurrence in young adulthood (Bardone, Moffit, Caspi, Dick-
son, & Silva, 1996; Fergusson & Woodward, 2002; Lewinsohn, Rohde, Klein, & Seeley,
1999; Pine et al., 1998; Canals, Domenech-Llaberia, Fernandez-Ballart, & Marti-
Henneberg, 2002; Kim-Cohen et al., 2003). Approximately 40–70% of depressed adoles-
cents have a recurrence in adulthood, and depressed adolescents have two to seven times
increased odds of recurrence in adulthood as compared with adolescents without depres-
sion (Rutter, Kim-Cohen, & Maughan, 2006). Although only an average of 9% of
respondents from the Oregon Adolescent Depression Project who were depressed as ado-
lescents met the criteria for the Diagnostic and Statistical Manual of Mental Disorders,
third edition, revised (DSM-III-R), major depression in any given year as young adults (as
compared with 3.7% among controls; Lewinsohn et al., 1999), more than half did so at
some time in the 5-year follow-up period used in this study (Lewinsohn, Rohde, Seeley,
Klein, & Gotlib, 2000). Other prospective studies have shown associations between
subthreshold levels of depressive symptoms during adolescence and adult depression
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(Bardone et al., 1996; Fergusson, Horwood, Ridder, & Beautrais, 2005; Garrison et al.,
1997; Pine, Cohen, Cohen, & Brook, 1999).

In contrast to prospective studies of the continuity of childhood disorders, follow-
back analyses using prospective studies are critical to examine the roots of adult depres-
sion. In the Dunedin cohort assessed at ages 11, 13, 15, 18, 21, and 26, 45% of those
with a mood disorder at age 21 had a prior history of depression, as compared with 27%
with a history of a different disorder and 28% with no psychiatric history (Newman et
al., 1996). Those with depression at age 26 were 2.5 times more likely than those without
depression at that age to have had depression in adolescence (i.e., at age 11 or 15). The
proportion of adult depression cases that can be attributed to any juvenile disorder and/
or to depression, specifically, at age 11 or 15, was 23% and 6%, respectively (Kim-Cohen
et al., 2003). These estimates are conservative, as no diagnostic data were available for
the participants in this study prior to age 11 or between ages 12 and 14, and data at age
18 were not used in these analyses. Moreover, when subthreshold levels of depression are
considered, estimates of continuity appear to be much higher (Canals et al., 2002).

It has been suggested repeatedly that “early-onset” depression is predictive of greater
continuity of depression in adulthood. However, confusion about the operationalization
of “early onset” has led to the inaccurate assumption that child-onset depression and
adolescent-onset depression are equally continuous with depression in adulthood. There
is evidence for heterogeneity of juvenile depression, with depression that has an onset
prior to puberty appearing to follow a different course and to be etiologically distinct
from depression that begins in adolescence. For example, in a clinical sample of youth
with depression, Harrington and colleagues (Harrington, Fudge, Rutter, Pickles, & Hill,
1990) found that the continuity of major depression from childhood to adulthood was
lower in those with prepubertal-onset versus postpubertal-onset depression. In a much
larger clinical study, Weissman et al. (1999) reported that prepubertally depressed chil-
dren were not at increased risk for depression in adulthood (as compared with children
with anxiety and children without psychopathology). Two community studies also sug-
gest that depression and internalizing symptoms show greater continuity from adoles-
cence to adulthood than from childhood to adulthood (Pine et al., 1998; the difference
was not statistically significant due to small group sizes, once the sample was stratified by
age; Hofstra, Van der Ende, & Verhulst, 2000; a difference was found only among girls).
These findings, together with evidence of increased heritability with age (Silberg et al
1999; Thapar & McGuffin, 1997) and differences in neurobiological correlates with age
(Kaufman, Martin, King, & Charney, 2001), support the notion of heterogeneity of
depression among youth. Caution in interpretation is warranted, however, given the lim-
ited number of studies that have evaluated the continuity of depression from childhood to
adulthood. Additional research, particularly in community samples, is needed to examine
the full course of prepubertal or child-onset depression in comparison to the course of
post-pubertal or adolescent-onset depression.

Heterotypic Continuity

Evidence of discontinuity from the studies reviewed above may also suggest some under-
lying heterotypic continuity. Clinical, high-risk family, and community studies converge
in suggesting that anxiety and depression share common etiological roots (Beidel
& Turner, 1997; Thapar & McGuffin, 1997; Warner, Weissman, Mufson, &
Wickramaratne, 1999) and that childhood anxiety is likely an early precursor to later
depressive disorders (Costello et al., 2003; Rende, Warner, Wickramaratne, &
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Weissman, 1999; Silberg, Rutter, & Eaves, 2001). Most subtypes of anxiety in adoles-
cence show prospective continuity with major depression in adulthood, although findings
on specific associations are somewhat mixed across studies (Bittner et al., 2004; Pine et
al., 1998; Pine, Cohen, & Brook, 2001; Wittchen, Kessler, Pfister, & Lieb, 2000).
Depressed adults are twice as likely as adults without depression to have had an anxiety
disorder during adolescence (Kim-Cohen et al., 2003). Likewise, there appears to be con-
tinuity between depression during adolescence and anxiety (particularly Generalized
Anxiety Disorder) in adulthood, as evidenced by both prospective and follow-back analy-
ses (Kim-Cohen et al., 2003; Fergusson & Woodward, 2002). Generally, estimates of
homotypic continuity of depression are greater than those for heterotypic continuity
between anxiety and depression.

There is some suggestion that early conduct disorder is associated with depression in
adulthood (Kim-Cohen et al., 2003), although the etiologic roots of conduct disorder and
depression have not been extensively examined. Few studies have shown continuity
between adolescent depression and adolescent or adult substance use or disorders, partic-
ularly after adjusting for other comorbid disorders (Costello et al., 2003; Fergusson &
Woodward, 2002; Kim-Cohen et al., 2003).

CORRELATES
Socioeconomic Status, Race, Ethnicity, Culture

In studies of adults, depression has been associated with lower socioeconomic status
(Kessler et al., 2003); in contrast, studies of children and adolescents yield less consistent
findings. Whereas some studies report a lack of association between depressive disorders
and socioeconomic status (Costello et al., 1988; Whitaker et al., 1990; Costello et al.,
2003), others report a significant association, at least with the most impoverished groups
(Bird et al., 1988; Costello et al., 1996; Reinherz, Giaconia, Pakiz, et al., 1993; Gilman,
Kawachi, Fitzmaurice, & Buka, 2003). A large meta-analysis of 310 samples of children
who completed the Children’s Depression Inventory (CDI) found no association between
depressive symptoms and socioeconomic status (Twenge & Nolen-Hoeksema, 2002).

The small sample size of ethnic minority youth in most community studies of chil-
dren and adolescents diminishes the statistical power to test differences in the prevalence
of disorders between specific subgroups. The few studies that have compared racial or
ethnic groups yielded no differences in the prevalence of depressive disorders between
European American and African American (Angold et al., 2002; Costello et al., 1988) or
American Indian youth (Costello, Farmer, Angold, Burns, & Erkanli, 1997). Evidence for
ethnic differences in depressive symptoms in children and adolescents is mixed, with
some support for increased depressive symptoms among Hispanic, as compared with
European American and African American youth (Twenge & Nolen-Hoeksema, 2002).

Family and Genetic Risk

Twin, family, and adoption studies all strongly suggest that familial factors are important
determinants of depression (Sullivan, Neale, & Kendler, 2000). Children of depressed
parents are approximately four times more likely to have an episode of major depression
than children of normal controls and two times more likely to have depression than chil-
dren of parents with other psychiatric disorders or medical conditions (Rice, Harold, &
Thapar, 2002). This elevated risk increases with age (Beardslee, Keller, Lavori, Staley, &
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Sacks, 1993; Weissman, Fendrich, Warner, & Wickramaratne, 1992; Weissman, Warner,
Wickramaratne, Moreau, & Olfson, 1997), with an estimated cumulative probability for
major depression of almost 70% by late adolescence (Hammen, Burge, Burney, &
Adrian, 1990). Furthermore, parental concordance for mood disorders and a heavy
familial loading for depression (e.g., a double dose of parent and grandparent depression)
are associated with even greater risk of depression in offspring (Merikangas, Prusoff, &
Weissman, 1988; Weissman et al., 2005). The effects of parental psychopathology may be
due to genetic influences, environmental influences, or a combination. The difficulty in
sorting out causal pathways is that parental psychopathology is often part of a complex
cluster of risk factors that includes family violence, neglect, poor parenting, stress, and
other types of childhood adversity (Kessler, Davis, & Kendler, 1997; Goodman & Gotlib,
1999).

Most twin studies suggest that there is moderate genetic influence for childhood
depressive symptoms, with heritability estimates in the range of 30–80% (Eley & Plomin,
1997; Murray & Sines, 1996; Thapar & McGuffin 1994, 1997). In addition, heritability
appears to increase from childhood to adolescence (Scourfield et al., 2003). Although
there has been an extensive search for genes underlying both bipolar and unipolar depres-
sion through genetic linkage and association studies, there are still no genetic loci for
depression that have been replicated in independent studies (Shih, Belmonte, & Zandi,
2004). The aggregate evidence from family and twin studies suggests that transmission of
depression in families results from a complex combination of genetic and environmental
factors (Levinson, 2006; Merikangas & Low, 2005; Sullivan, Prescott, & Kendler, 2002).
The identification of the serotonin transporter (SERT) as a susceptibility gene that leads
to depression only in the presence of acute life stress, by Caspi et al. (2003), has generated
substantial focus on more complex modes of transmission of depression, particularly on
the role of gene–environment interaction in the etiology of depression. However, reviews
of the evidence from subsequent studies do not provide consistent support for the SERT
locus as an important determinant of depression (Zammit & Owen, 2006).

Biological Factors

The major theories of the neurobiology of depression are based on dysregulation of the
human stress system through activation of the hypothalamic–pituitary–adrenal (HPA)
axis (Nestler et al., 2002). The preponderance of female depression has generated sub-
stantial research on the role of sex steroids in regulation of the HPA axis (Young &
Altemus, 2004). Aside from stress reactivity, other biological systems that have been
investigated in depression include sleep dysregulation, circadian rhythm disturbances,
and impaired reward and motivational pathways (Shaffery, Hoffmann, & Armitage,
2003).

The hippocampus is the main feedback site for the adrenal glucocorticoids that turn
off the stress response (McEwen, 1995). Recent neuroimaging studies have identified
brain areas other than the hippocampus, such as the nucleus accumbens, amygdala, and
specific hypothalamic nuclei that regulate motivation, eating, sleeping, circadian rhythm,
pleasure, and response to stress (Nestler et al., 2002). As progress is made in identifying
neural circuits in vivo, it is becoming increasingly possible to identify circuits involved in
normal mood regulation that may be disturbed in depression. However, the molecular,
cellular, and circuital bases of the complex behaviors underlying depression still remain
obscure (Nestler et al., 2002). Future progress in understanding the neurobiological path-
ways of depression will require greater focus on developmental and sex differences in the
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manifestation of depression, as well as identification of genetic factors that confer vulner-
ability to depression.

Life Events/Stress

Exposure to stressful life events is one of the most widely studied risk factors for depres-
sive disorder and symptoms. In both clinical and community samples, depressed children
and adolescents report more stressful life events than youth without depression (e.g.,
Costello et al., 1988; Franko et al., 2004; Lewinsohn, Allen, & Seeley, 1999; Williamson,
Ryan, Birmaher, Dahl, & Nelson, 1995). Although major life events such as parental
death, serious illness, and sexual and physical abuse are linked with youth depression
(Kendler, Kuhn, & Prescott, 2004; O’Sullivan, 2004; Roy, 1985; Williamson, Birmaher,
Dahl, & Ryan, 2005), less traumatic events and hassles (e.g., changes in family, peer, and
romantic relations, the transition from junior high to high school) are also related to
increased depressive symptoms (Isakon & Jarvis, 1999; Monroe, Rohde, Seeley, &
Lewinsohn, 1999; O’Sullivan, 2004). Adverse life events, like many other social corre-
lates, however, appear to be nonspecific risk factors for depression. These events are also
associated with increased risk for a number of other types of psychopathology (Kendler,
Neale, Kessler, Heath, & Eaves, 1992; Kessler, Davis, & Kendler, 1997; Lewinsohn,
Gotlib, & Seeley, 1997; Phillips, Hammen, Brennan, Najma, & Bor, 2005).

Studies have shown that stressful life events aggregate in families (McGuffin, Katz,
& Bebbington, 1988), are heritable (Silberg et al., 1999), and mediate the association
between parent and child depression (Hammen, Shih, & Brennan, 2004). Most likely,
stressors are insufficient to contribute to depression without an underlying vulnerability
to depression (Hankin & Abela, 2005). For example, during the past few years there has
been a surge of studies that have focused on particular genetic markers, such as the sero-
tonin receptor or the SERT that may interact with life events to induce the onset of
depression (e.g., Caspi et al., 2003). However, the findings have been highly variable with
respect to the nature and severity of the events—ranging from traumatic childhood events
to unemployment—and to the definitions of depression—ranging from major depression
to physical symptoms of depression (Zammit & Owen, 2006).

CONSEQUENCES

In addition to a risk for recurrence of depression, children and adolescents with depres-
sion are more likely to experience a number of negative outcomes across the lifespan.
Although not specific to depression, the most common sequelea of depression in child-
hood and adolescence include impairment in school and work performance, in relation-
ships with family and friends, and in cognitive functioning (Reinherz, Giaconia, R.M.,
Pakiz, et al., 1993; Kessler & Walters, 1998). Depression during adolescence is also asso-
ciated with poor outcomes in adulthood, including increased stressful life events, loss of
social support, low satisfaction in life roles, low income levels, low educational aspira-
tions, early marriage, early parenthood, and low marital satisfaction (Franko et al., 2005;
Gotlib, Lewinsohn, & Seeley, 1998; Rao et al., 1995). The adverse consequences of
depression are more severe among youth with recurrent depressive disorders than among
those with depressive symptoms alone (Wittchen et al., 1998). Depression may also be a
risk factor for drug use and abuse and smoking (Franko et al., 2005; Schepis & Rao,
2005; Conway, Compton, Stinson, & Grant, 2006), although these associations may be
explained by other comorbid disorders (Costello et al., 2003).
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The most severe consequence of depression in adolescents is suicide. Forty-one per-
cent of adolescents with depression in the Oregon Adolescent Depression Project
reported suicidal ideation, and 21% of depressed youth in the National Comorbidity Sur-
vey (NCS) reported a suicide attempt (Kessler & Walters, 1998). Depression comorbid
with substance abuse, anxiety disorders, and personality disorders may be more predic-
tive of suicide and repeated suicide attempts than non-comorbid depression (Hoberman
& Bergmann, 1992).

HELP SEEKING AND TREATMENT

The World Health Organization (WHO) Global Burden of Disease study concluded that
unipolar depression is the leading disease causing disability among those ages 15–44 in
the developed world (Murray & Lopez, 1996). With evidence that depression often has
its roots in childhood and adolescence and shows continuity into adulthood, there is an
increasing need to focus on early intervention to reduce the burden of this disease. How-
ever, studies consistently show that only a minority of depressed children or adolescents
receive treatment before reaching adulthood.

Epidemiological studies of children and adolescents suggest that only about one-
fourth to one-half of children with psychiatric disorders, including depression, have
received some kind of mental health services (e.g., school, primary care, child welfare)
within the same 3-, 6-, or 12-month period, and far fewer have received services directly
from mental health care specialists (Angold et al., 2002; Canino et al., 2004; Costello et
al., 1988; Kessler & Walters, 1998; Wu et al., 1999). African American youth appear to
receive fewer health services than European American youth with the same mental health
problems (Elster, Jarosik, Van Geest, & Fleming, 2003), although this disparity may be
limited in some parts of the country to care from the specialty mental health sector
(Angold et al., 2002). Other factors associated with service utilization include high global
impairment, comorbidity, prior history of depression, suicide attempt, and impact of the
child’s problem on the family (Angold et al., 2002; Canino et al., 2004; Fergusson &
Horwood, 2001; Lewinsohn et al., 1998; Wittchen et al., 1998). School services are the
most common point of entry for children seeking services, although those who enter
through the education sector are least likely to transition to specialty mental health ser-
vices (Farmer, Burns, Phillips, Angold, & Costello, 2003).

Epidemiological studies of adults with depression that compare retrospectively
reported ages of disorder onset with ages of first seeking professional treatment yield
three consistent findings (Christiana et al., 2000; Kessler, Olfson, & Berglund, 1998;
Olfson, Kessler, Berglund, & Lin, 1998). First, the majority of people with child- and
adolescent-onset depression eventually obtain treatment. Second, delays in initial help
seeking are pervasive and inversely related to age at onset. Third, the probability of
obtaining treatment for depression has increased in recently studied cohorts, although
delays are still quite common.

FUTURE DIRECTIONS

This chapter has reviewed findings from community studies of children and adolescents
on the prevalence, comorbidity, continuity, correlates, consequences, and treatment of
depression. Epidemiological research on depression has advanced significantly over the
past two decades. Findings are now derived from community samples that minimize the
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biases associated with treatment samples and retrospective reporting. These studies sug-
gest a high prevalence of depression during adolescence and young adulthood, significant
comorbidity and impairment beginning in childhood, and low service utilization during
early initial episodes of depression. Longitudinal follow-up of these community samples
have yielded valuable information on the increasing rates of depression from childhood
to adolescence, emerging sex differences in rates of depression, moderate stability of
depression into adulthood, risk factors for depression, and prospective associations
between childhood anxiety and adult depression (and vice versa).

Despite these advances, there are many areas ripe for future research. First, evalua-
tions of continuity in long-term longitudinal studies are needed to inform both the
nosology and measurement of depression. In terms of nosology, data that show the adult
outcomes of children with subthreshold depressive syndromes and disorders would be
useful in resolving current uncertainties about the prognostic significance of these symp-
toms and the threshold levels at which to define clinically meaningful depression. In addi-
tion, evaluations of developmental patterns in symptom expression from early childhood
to adulthood would be helpful in further defining meaningful depressive syndromes.
Regarding measurement, data showing the extent to which discrepant information from
different reporters (parents, teachers, children) predict the subsequent emergence of clear
adult disorders could help resolve the current uncertainties about how to combine infor-
mation into classifications of child and adolescent disorders.

Second, evaluations of the course of depression from childhood to adulthood are
needed to identify sources of the heterogeneity of depression and to identify multiple
pathways to depression across development. Current evidence suggests that depression
that varies by age of onset and patterns of comorbidity may indicate divergent pathways
to adult health and depression. In terms of age of onset, studies are needed to evaluate the
heterogeneity of juvenile-onset depression by examining the course and predictive signifi-
cance of child-, or prepubertal-, onset depression in comparison to that of adolescent-
onset depression. Likewise, more thorough evaluations of patterns of comorbidity (e.g.,
evaluations of epiphenomenal comorbidity and a focus on comorbid disorders that share
etiological links) over time and at different points in development are needed to deter-
mine whether specific comorbid disorders represent distinct subtypes of depression. Spe-
cial attention to relationships between childhood anxiety and adolescent and adult
depression and between conduct disorder and depression is warranted. Fortunately, these
questions may be addressed by exploiting data from existing prospective studies and by
continuing to follow existing cohorts into adulthood.

Third, much more research is needed to identify etiological factors associated with
the onset and recurrence of depression. Although it is well known that a number of cog-
nitive, biological, family, and environmental factors are associated with depression, it is
necessary to move beyond simplistic models of associations in order to advance our
understanding of the stages of depressive disorders. Studies are needed to examine the
predictive significance of known correlates and the interplay between these factors across
time. The transition to adolescence stands out as a particularly important period for
research on the over-time unfolding of depression and other problems of internalization.
Studies that span developmental transitions may be further enriched by evaluating devel-
opmentally salient biological, cognitive, and social factors in relation to the increasing
incidence of depression and the emergence of sex differences during adolescence. These
goals will require large studies with sufficient power to evaluate complex models. As the
tools available to neuroscientists and geneticists become more sophisticated, it will be
possible to elucidate the biological mechanisms underlying depression and to develop
more comprehensive theories of etiology.
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Future studies on the course and etiology of depression have important implications
for informing the timing and targets of intervention efforts and for identifying factors
that are amenable to change in prevention and treatment programs. Data on the predic-
tors of the unfolding, progression, and resolution of child and adolescent depression in
adulthood may help to refine our ability to predict which youngsters are at risk of serious
adult disorders and which factors may be modulated to minimize depressive outcomes.
Further evidence on the course of depression across developmental transitions may also
pinpoint sensitive periods for preventive and treatment efforts. The feasibility of mount-
ing targeted early outreach and intervention programs to decrease child suffering and
adult psychopathology hinges centrally on our ability to improve accuracy in determining
the targets and timing for these efforts.
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3 Cognitive Vulnerability
to Depression in
Children and Adolescents
A Developmental
Psychopathology Perspective

John R. Z. Abela and Benjamin L. Hankin

Ever since their introduction in the late 1960s, cognitive theories of vul-
nerability to depression have generated a vast amount of empirical attention (Abramson
et al., 2002; Clark & Beck, 1999; Nolen-Hoeksema & Corte, 2004; Zuroff, Santor, &
Mongrain, 2004). Initial research testing these theories focused on examining either the
cross-sectional association between vulnerability factors and depressive symptoms or the
main effect of vulnerability factors on change in depressive symptoms over time. Critical
reviews of the literature, however, argued that such early studies provided an inadequate
examination of the cognitive theories as they failed to examine the theories’ central
hypothesis, that cognitively vulnerable individuals are more likely than other individuals
to experience increases in depressive symptoms only in the face of negative events; in the
absence of such events, cognitively vulnerable individuals are no more likely than oth-
ers to exhibit depression (Abramson, Alloy, & Metalsky, 1988; Alloy, Hartlage, &
Abramson, 1988). In response to such critiques, the field saw a major shift in methodolo-
gies used to test cognitive theories and prospective diathesis–stress designs became the
gold standard.

During the 1980s and 1990s, as diathesis–stress studies began to rapidly accumulate
in the literature, a striking trend began to emerge. More specifically, the vast majority of
studies testing the cognitive theories were using adult samples, with relatively few exam-
ining the applicability of these theories to youth. Such a trend would be understandable if
depression was a disorder that is rare in children and adolescents. Results from studies
examining the prevalence of depression in youth, however, indicate that depressive disor-
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ders are relatively common, with up to 9% of youth experiencing at least one major
depressive episode by the age of 14 (Lewinsohn, Rohde, Seeley, & Fischer, 1993). Further,
results from epidemiological studies indicate that adolescence is a critical period for
understanding depression, as it is during this time that the majority of individuals who
develop depression experience their first clinically significant episode and that the sex dif-
ference in depression rates emerges (Hankin et al., 1998). Thus, examining the applicabil-
ity of cognitive vulnerability theories to youth at different developmental stages is essen-
tial in order to gain a deep understanding of the mechanisms and processes underlying
the onset, maintenance, and recurrence of this disorder.

In recent years, the field has seen a rapid growth in prospective studies testing cogni-
tive theories of vulnerability to depression in child and adolescent samples. For example,
of the 48 prospective studies that we review in this chapter, 38 have been conducted with-
in the past 6 years. This increased attention to examining these theories in youth is due, in
part, to increased awareness of the high prevalence, chronic course, and debilitating
nature of childhood and adolescent depression (Shwartz, Gladstone, & Kaslow, 1998).
This is also due, in part, to the seminal work of pioneering developmental psychopa-
thologists who have highlighted the importance of examining cognitive vulnerability the-
ories within a developmental framework (Garber, 2000; Hammen, 1992). We begin by
discussing the central tenets of cognitive theories of vulnerability to depression. We next
present a comprehensive review of prospective research examining four of the predomi-
nant cognitive models of depression: (1) the hopelessness theory (Abramson, Metalsky, &
Alloy, 1989; Abramson, Seligman, & Teasdale, 1978), (2) Beck’s (1967) cognitive theory,
(3) response styles theory (Nolen-Hoeksema, 1991), and (4) theories of personality pre-
dispositions to depression (Beck, 1983; Blatt & Zuroff, 1992). In the remaining sections,
we highlight several areas that should be priorities for research on cognitive vulnerability
to depression in youth, including (1) new conceptual approaches to understanding the
relationships between cognitive vulnerability factors, (2) developmental issues, and (3)
methodological and statistical issues that may enhance tests of the cognitive theories.

COGNITIVE VULNERABILITY TO DEPRESSION: THEORY AND EVIDENCE

Cognitive theories of depression are primarily concerned with the relationship between
human mental activity and the experience of depressive symptoms and episodes (Ingram,
Miranda, & Segal, 1998). Cognition is thought to encompass the mental processes of
perceiving, recognizing, conceiving, judging, and reasoning. According to cognitive theo-
rists, these cognitive variables have significant causal implications for the onset, mainte-
nance, and remission of depression.

Cognitive theories of depression define vulnerability as an internal and stable feature
of an individual that predisposes him or her to develop depression following the occur-
rence of negative events (Ingram et al., 1998). It is important to emphasize that cognitive
models are fundamentally diathesis–stress models in that they posit that depression is
produced by the interaction between an individual’s cognitive vulnerability and certain
environmental conditions that serve to trigger this diathesis into operation (Ingram et al.,
1998). Evidence suggests that under ordinary conditions, persons thought to be vulnera-
ble to depression are indistinguishable from the general population. Only when con-
fronted with certain stressors do differences between vulnerable and nonvulnerable indi-
viduals emerge (Ingram et al., 1998; Ingram & Luxton, 2005; Monroe & Simons, 1991).
For individuals who possess cognitive vulnerability factors, the occurrence of a negative
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event triggers a pattern of negatively biased, self-referent information processing that ini-
tiates a downward spiral into depression. Nonvulnerable individuals react with an appro-
priate level of distress and depressive affect to the event but do not spiral into depression.

Cognitive theories of vulnerability to depression are essentially titration models
(Abramson, Alloy, & Metalsky, 1995, p. 118). In other words, such theories posit that
cognitive vulnerability is best conceptualized along a continuum, with some individuals
exhibiting higher levels of cognitive vulnerability than others. Similarly, negative events
are best conceptualized along a continuum, with some negative events being more nega-
tive than others. According to such a perspective, the higher the level of cognitive vulner-
ability an individual possesses, the less stressful the negative event must be to trigger the
onset of depressive symptoms/episodes. Conversely, even youth possessing average or low
levels of cognitive vulnerability may be at risk for developing depression following the
occurrence of extreme stressors.

Within a titration framework, depression is also viewed as existing along a contin-
uum of severity, ranging from subclinical depressive mood reactions to enduring clinically
significant depressive episodes (Abramson et al., 1988; Alloy et al., 1988; see Hankin,
Fraley, Lahey, & Waldman, 2005, for evidence that depression among youth exists on a
continuum). Severity of depression is hypothesized to vary as a function of (1) the severity
of cognitive vulnerability factors, (2) the severity of negative events, and (3) the content
(e.g., situation-specific versus generalized) of the thought processes that ensue following
the occurrence of stressors. Thus, cognitive diatheses can serve as vulnerability factors to
either subclinical depressive mood reactions or clinically significant depressive episodes,
depending on the severity of stressors encountered and the generality of the depressogenic
thought processes triggered by such stressors. As cognitive theories state that a less severe
analogue to clinical depression exists when stressors and vulnerability factors are not
extreme and depressogenic thought processes are event-specific, researchers have exam-
ined such theories from multiple perspectives, ranging from predicting depressive mood
reactions following the occurrence of stressful events (e.g., Abela, 2002; Abela &
Seligman, 2000) to predicting the development of clinically significant depressive epi-
sodes in high-risk populations (e.g., Alloy et al., 2006; Hammen, Adrian, & Hiroto,
1988).

Although a multitude of vulnerability factors have been posited by cognitive theo-
rists, we focus our review on the following vulnerability factors, as they have been stud-
ied the most extensively across child, early adolescent, and adolescent populations: (1)
depressogenic inferential styles about causes, consequences, and the self (Abramson et al.,
1978, 1989), (2) dysfunctional attitudes (Beck, 1967), (3) the tendency to ruminate in
response to depressed mood (Nolen-Hoeksema, 1991), and (4) personality predisposi-
tions to depression (Beck, 1983; Blatt & Zuroff, 1992). In addition, we focus our review
on prospective studies, as they provide the most powerful tests of theories of cognitive
vulnerability.

Hopelessness Theory

The hopelessness theory is a cognitive diathesis–stress theory that posits a series of con-
tributory causes that interact with one another to culminate in the proximal sufficient
cause of a specific subtype of depression: hopelessness depression (Abramson et al.,
1989). The theory postulates three distinct depressogenic inferential styles that serve as
distal contributory causes of hopelessness depression: (1) the tendency to attribute nega-
tive events to global and stable causes, (2) the tendency to perceive negative events as
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having many disastrous consequences, and (3) the tendency to view the self as flawed or
deficient following negative events. Each depressogenic inferential style predisposes indi-
viduals to the development of hopelessness depression by increasing the likelihood that
they will make depressogenic inferences following negative events. Making such infer-
ences increases the likelihood that hopelessness will develop. Hopelessness is defined as
the expectation that negative events will occur and that positive events will not occur,
coupled with the expectation that one can do nothing to change this. Once hopelessness
develops, hopelessness depression is inevitable, as the hopelessness theory views hopeless-
ness as the proximal sufficient cause of hopelessness depression.

Most of the research testing the diathesis–stress component of the hopelessness the-
ory in children and adolescents has examined the question of whether youth who possess
a depressogenic attributional style are more likely than other youth to experience
increases in depressive symptoms following negative events. As illustrated in Table 3.1,
several studies have provided full support for the attributional vulnerability hypothesis in
youth (e.g., Abela, Parkinson, Stollow, & Starrs, in press; Dixon & Ahrens, 1992;
Hankin, Abramson, & Siler, 2001; Hankin & Roesch, 2005; Hilsman & Garber, 1995;
Joiner, 2000; Panak & Garber, 1992; Prinstein & Aikins, 2004; Southall & Roberts,
2002). Yet other studies have provided only partial support (Abela, 2001, 2002; Abela &
Seligman, 2000; Brozina & Abela, 2006; Conley, Haines, Hilt, & Metalsky, 2001; Gibb
& Alloy, 2006; Lewinsohn, Joiner, & Rohde, 2001; Nolen-Hoeksema, Girgus, &
Seligman, 1986, 1992; Robinson, Garber, & Hilsman, 1995) or no support (Abela &
Sarin, 2002; Bennett & Bates, 1995; Hammen et al., 1988; Spence, Sheffield, & Dono-
van, 2002) for this hypothesis. Fewer studies have examined the question of whether
depressogenic inferential styles about consequences and the self serve as vulnerability fac-
tors to depression in youth. The results from those that have are mixed with studies pro-
viding full (Hankin & Roesch, 2005), partial (Abela, 2001, 2002; Abela & Seligman,
2000), or no support (Abela & Sarin, 2002) for this component of the hopelessness the-
ory.

Beck’s Cognitive Theory

Similar to hopelessness theory, Beck’s cognitive theory is a diathesis–stress theory that
posits a series of contributory causes that interact with one another to culminate in
depression (Beck, 1967, 1983). Central to Beck’s theory is the construct of schema. Beck
defines schema as stored bodies of knowledge (i.e., mental representations of the self and
prior experience) that are relatively enduring characteristics of a person’s cognitive orga-
nization. When an individual is confronted with a situation, the schema most relevant to
the situation is activated. Schema activation subsequently influences how the person per-
ceives, encodes, and retrieves information regarding the situation.

Beck (1967, 1983) proposes that certain individuals possess depressogenic schema
that confer vulnerability to depression. Beck hypothesizes that depressogenic schema are
typically organized as sets of dysfunctional attitudes such as “I am nothing if a person I
love doesn’t like me” or “If I fail at my work than I am a failure as a person.” Such
schema are activated following the occurrence of negative events. Once activated,
depressogenic schema trigger a pattern of negatively biased, self-referent information pro-
cessing characterized by negative errors in thinking (e.g., negatively skewed interpreta-
tions of negative life events such as overgeneralization and catastrophizing). Negative
errors in thinking increase the likelihood that an individual will develop the negative cog-
nitive triad. Beck defines the negative cognitive triad as containing three distinct
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TABLE 3.1. Summary of Prospective Studies Testing the Hopelessness Theory

Study Sample type Follow-up
Depression
measure Results

Sample
size

Abela (2001) 3rd and 7th
graders

1.5
months

CDI DIS-causes × stress predicted
increases in depressive symptoms in
7th graders but not 3rd graders.

DIS-consequences × stress predicted
increases in depressive symptoms in
3rd and 7th graders.

DIS-self × stress predicted increases
in depressive symptoms in 3rd and
7th grade girls, not boys.

382

Abela (2002) 12th graders 0.25–2
months

MAACL DIS-causes, DIS-consequences, and
DIS-self predicted enduring, but not
immediate, depressive mood
responses to a negative event.

136

Abela & McGirr
(2007)

6- to 14-year-
olds with an
affectively ill
parent

12
months,
multiwave

CDI Weakest link interacted with
fluctuations in hassles to predict
fluctuations in depressive symptoms.

140

Abela, McGirr,
& Skitch (2007)

3rd and 7th
graders

1.5
months,
multiwave

CDI Weakest link interacted with
fluctuations in hassles to predict
fluctuations in depressive symptoms.

382

Abela,
Parkinson,
Stolow, & Starrs
(in press)

9th graders 1.5
months

CDI DIS-causes × stress predicted
increases in depressive symptoms.

319

Abela & Payne
(2003)

3rd and 7th
graders

1.5
months

CDI Weakest link × stress predicted
increases in depressive symptoms in
3rd graders and 7th grade boys with
low, but not high, self-esteem.

314

Abela & Sarin
(2002)

7th graders 2.5
months

CDI DIS-causes × stress, DIS-consequences
× stress, DIS-Self × Stress did not
predict change in depressive
symptoms.

Weakest link × stress predicted
increases in depressive symptoms.

79

Abela &
Seligman (2000)

12th graders 0.25–2
months

MAACL DIS-causes, DIS-consequences, and
DIS-self predicted immediate, but not
enduring, depressive mood responses
to a negative event.

77

Abela, Skitch,
Adams, &
Hankin (2006)

6- to 14-year-
olds with an
affectively ill
parent

12
months,
multiwave

CDI Weakest link interacted with
fluctuations in parental depressive
symptoms to predict fluctuations in
children’s depressive symptoms.

140

Bennett & Bates
(1995)

11- to 13-
year-olds

6 months CDI DIS-causes × stress did not predict
change in depressive symptoms.

95

(continued)
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TABLE 3.1. (continued)

Study Sample type Follow-up
Depression
measure Results

Sample
size

Brozina & Abela
(2006)

3rd to 6th
graders

1.5
months

CDI DIS-causes × stress, DIS-consequences
× stress, and DIS-self × stress
predicted increases in depressive
symptoms in children possessing low,
but not high, initial levels of
symptoms.

480

Conley et al.
(2001)

5- to 10-year-
olds

0.5–1
months

CDI DIS-causes × stress predicted
increases in depressive symptoms in
5- to 7-year-olds with low self-
esteem, but not in 8- to 10-year-olds.

147

Dixon & Ahrens
(1992)

9- to 12-year-
olds at
summer camp

1 month CDI DIS-causes × stress predicted
increases in depressive symptoms.

84

Gibb & Alloy
(2006)

4th and 5th
graders

6 months CDI DIS-causes × stress predicted
increases in depressive symptoms in
5th but not 4th graders.

415

Hammen et al.
(1988)

8- to 16-year-
olds with
either
affectively ill,
medically ill,
or control
parents

6 months K-SADS DIS-causes × stress did not predict
onset of depressive disorder.

79

Hankin &
Roesch (2005)

6th to 10th
graders

4 months;
multiwave

CDI DIS-causes × stress, DIS-consequences
× stress, and DIS-self × stress
predicted trajectories of depressive
symptoms.

320

Hankin,
Abramson, &
Siler (2001)

9th to 12th
graders

1.25
months

BDI,
HDSQ-R

DIS-causes × stress predicted
increases in depressive symptoms.

270

Hilsman &
Garber (1995)

5th to 6th
graders

0.2
months

CES-DC DIS-causes × stress predicted
enduring but not immediate
depressive symptoms in children
possessing low, but not high,
competence and perceptions of
control.

439

Joiner (2000) 9- to 17-year-
old mixed
clinical sample

2 months CDI DIS-causes × stress predicted
increases in depressive symptoms.

34

Lewinsohn,
Joiner, & Rohde
(2001)

9th to 12th
graders

12
months

K-SADS DIS-causes interacted with low stress
to predict onset of depressive
episode.

1,507

Nolen-Hoeksema
et al. (1986)

3rd to 5th
graders

12
months

CDI DIS-causes × stress predicted
increases in depressive symptoms in
two out of four follow-up
assessments.

168

(continued)



depressogenic cognitive patterns: negative views of the self (e.g., the belief that one is defi-
cient, inadequate, or unworthy), negative views of the world (e.g., construing life experi-
ences in terms of themes of defeat or disparagement), and negative views of the future
(e.g., the expectation that one’s difficulties will persist in the future and there is nothing
one can do to change this). As Beck views the negative cognitive triad as a proximal, suf-
ficient cause of depression, once an individual develops the negative cognitive triad, he or
she will develop depressive symptoms.

To our knowledge, four prospective studies have examined the diathesis–stress com-
ponent of Beck’s cognitive theory in adolescent samples, and one has done so in a child
sample (see Table 3.2). Although some of these studies have provided full support for the
cognitive vulnerability hypothesis of Beck’s theory (Hankin, Lakdawalla, Lee, Grace, &
Roesch, 2004; Lewinsohn et al., 2001), others have provided only partial support (Abela
& D’Alessandro, 2002; Abela & Skitch, 2007; Abela & Sullivan, 2003).

Response Styles Theory

The response styles theory posits that the way in which individuals respond to their
symptoms of depression determines both the severity and duration of symptoms (Nolen-
Hoeksema, 1991). Two such responses are proposed: rumination and distraction. Nolen-
Hoeksema argues that individuals who engage in ruminative responses are likely to expe-
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TABLE 3.1. (continued)

Study Sample type Follow-up
Depression
measure Results

Sample
size

Nolen-Hoeksema
et al. (1992)

3rd to 8th
graders

60
months

CDI DIS-causes × stress predicted
increases in depressive symptoms in
5th to 8th graders but not 3rd or 4th
graders.

336

Panak & Garber
(1992)

3rd to 5th
graders

12
months

CDI
DACL

DIS-causes × stress predicted
increases in depressive symptoms.

521

Prinstein &
Aikins (2004)

15- to 17-
year-olds

17
months

CDI DIS-causes × stress predicted
increases in depressive symptoms.

158

Robinson,
Garber, &
Hilsman (1995)

12-year-olds 4–5
months

CDI DIS-causes × stress predicted
increases in depressive symptoms
among youth with low, not high,
self-esteem.

371

Southall &
Roberts (2002)

9th to 12th
graders

3.5
months

CDI DIS-causes × stress predicted
increases in depressive symptoms.

115

Spence, Sheffield,
& Donovan
(2002)

11- to 13-
year-olds

12
months

BDI DIS-causes × stress did not predict
depressive symptoms.

773

Note. CDI, Children’s Depression Inventory; DIS-causes, depressogenic inferential style about causes (attributional
style); DIS-consequences, depressogenic inferential style about consequences; DIS-self, depressogenic inferential style
about the self; weakest link, an individual’s most depressogenic inferential style; MAACL, Multiple Adjective Affect
Checklist; K-SADS, Kiddie Schedule for Affective Disorders; BDI, Beck Depression Inventory; HDSQ-R, Hopelessness
Depressive Symptoms Questionnaire, Revised; CES-DC, Center for Epidemiologic Studies Depression Scale for
Children; DACL, Depressive Adjective Checklist.



rience increased severity and duration of symptoms, whereas those who engage in dis-
tracting responses are likely to experience relief. The response styles theory was originally
proposed to explain the finding that prevalence rates of depression are higher among
women than men. Nolen-Hoeksema proposed that this difference could be accounted for,
at least in part, by the differential response styles of the sexes. More specifically, she
hypothesized that women are more likely to ruminate in response to depressed mood
whereas men are more likely to distract.

To our knowledge, seven prospective studies have examined the vulnerability hypothe-
sis of the response styles theory in youth (see Table 3.3). Results from these studies have con-
sistently been supportive of the hypothesis that rumination is associated with greater sever-
ity of depressive symptoms over time (Abela, Aydin, & Auerbach, 2007; Abela, Brozina, &
Haigh, 2002; Abela, Parkinson, et al., in press; Broderick & Korteland, 2004; Driscoll &
Kistner, 2007; Hankin, Lakdawalla, et al., 2004; Schwartz & Koenig, 1996). Support for
the hypothesis that girls exhibit greater rumination than boys, however, is mixed, with the
majority of studies using child and early adolescent samples failing to obtain the hypothe-
sized sex difference (Abela, Aydin, et al., 2007; Abela et al., 2002; Abela, Vanderbilt, &
Rochon, 2004; Broderick & Korteland, 2004; for an exception, see Ziegert & Kistner,
2002) and studies using middle to late adolescent samples obtaining the hypothesized sex
difference (Abela, Parkinson, et al., in press; Schwartz & Koenig, 1996). To date, no studies
have obtained support for the hypothesis that boys are more likely than girls to engage in
distraction in response to depressed mood.
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TABLE 3.2. Summary of Prospective Studies Testing Beck’s Cognitive Theory

Study Sample type Follow-up
Depression
measure Results

Sample
size

Abela &
D’Alessandro
(2002)

12th graders 0.25–2
months

MAACL Dysfunctional attitudes × stress
predicted immediate, but not
enduring, depressive mood
response to a negative event.

136

Abela & Skitch
(2007)

6- to 14-year-
olds with an
affectively ill
parent

12
months;
multiwave

CDI Dysfunctional attitudes interacted
with fluctuations in hassles to
predict fluctuations in depressive
symptoms among youth with low,
but not high, self-esteem.

140

Abela & Sullivan
(2003)

7th graders 1.5
months

CDI Dysfunctional attitudes × stress
predicted increases in depressive
symptoms among youth with high,
but not low, social support and
self-esteem.

184

Hankin,
Lakdawalla, Lee,
Grace, & Roesch
(2004)

6th to 10th
graders

4 months;
multiwave

CDI Dysfunctional sttitudes × stress
predicted trajectories of depressive
symptoms.

320

Lewinsohn, Joiner,
& Rhode (2001)

9th to 12th
graders

12
months

K-SADS Dysfunctional attitudes × stress
predicted onset of depressive
disorder episodes.

1,507

Note. MAACL, Multiple Adjective Affect Checklist; CDI, Children’s Depression Inventory; K-SADS, Kiddie Schedule
for Affective Disorders.
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TABLE 3.3. Summary of Prospective Studies Testing the Response Styles Theory

Study Sample type Follow-up
Depression
measure Results n

Abela, Aydin,
& Auerbach
(2007)

6- to 14-
year-olds
with an
affectively
ill parent

1.5
months

CDI Rumination predicted increases in depressive
symptoms.

Distraction predicted decreases in depressive
symptoms.

Rumination to distraction ratio scores
predicted increases in depressive symptoms
above and beyond rumination and distraction.

No sex difference in rumination or distraction.

140

Abela,
Brozina, &
Haigh (2002)

3rd and 7th
graders

1.5
months

CDI Rumination predicted increases in depressive
symptoms.

Distraction not associated with change in
depressive symptoms.

No sex difference in rumination or distraction.

314

Abela,
Parkinson,
Stolow, &
Starrs (in
press)

9th graders 1.5
months

CDI Rumination predicted increases in depressive
symptoms.

Girls exhibited higher levels of rumination than
boys.

319

Broderick &
Korteland
(2004)

4th to 6th
graders

36
months

CDI Rumination associated with higher levels of
depressive symptoms at follow-up, but did not
control for initial depressive symptoms.

No sex difference in rumination.

79

Driscoll &
Kistner (2006)

2nd to 7th
graders

8 months CDI Rumination × stress predicted increases in
depressive symptoms.

Distraction × stress predicted increases in
depressive symptoms (i.e., low distraction ×
high stress).

6th- and 7th-grade girls exhibited higher levels
of rumination than 6th- and 7th-grade boys
during the initial, but not follow-up,
assessment.

No sex difference in rumination among 2nd to
5th graders at either assessment.

No sex difference in distraction.

202

Hankin,
Lakdawalla,
Lee, Grace, &
Roesch (2004)

6th to 10th
graders

4 months;
multiwave

CDI Rumination predicted trajectories of depressive
symptoms.

320

Schwartz &
Koenig (1996)

9th to 12th
graders

1.5
months

CDI Rumination predicted increases in depressive
symptoms.

Distraction not associated with change in
depressive symptoms.

Girls exhibited higher levels of rumination than
boys.

No sex difference in distraction.

397

Note. CDI, Children’s Depression Inventory.



Personality Predispositions to Depression

Researchers from diverse theoretical orientations have proposed that certain personality
traits serve as vulnerability factors to depression (Beck, 1983; Blatt & Zuroff, 1992).
Although differences in conceptualizations exist, each theory proposes a personality pre-
disposition focused on interpersonal issues and another focused on achievement issues.
Psychodynamic theorists label these personality predispositions as dependency and self-
criticism (Blatt & Zuroff, 1992), whereas cognitive theorists label them as sociotropy and
autonomy (Beck, 1983). Individuals high in dependency/sociotropy are concerned with
interpersonal issues; they need the approval of others to maintain a sense of well-being.
Dependent/sociotropic individuals are hypothesized to be at risk for developing depres-
sion when they perceive disruptions in their relationships with others, interpersonal loss,
and/or social rejection. Individuals high in self-criticism/autonomy, however, are con-
cerned with achievement issues; they need to meet their own and/or others’ standards to
maintain a sense of well-being. Self-critical individuals are hypothesized to be at risk for
developing depression when they perceive that they are not meeting such standards. The
specific vulnerability hypothesis posits that individuals who possess personality predispo-
sitions are at risk for developing depression only following the occurrence of negative
events congruent with their personality vulnerabilities. More specifically, it is hypothe-
sized that dependent/sociotropic individuals are at risk for developing depression follow-
ing negative interpersonal events, whereas self-critical/autonomous individuals are at risk
for developing depression following negative achievement events.

Support for the vulnerability hypothesis of theories of personality predispositions to
depression in youth has been mixed (see Table 3.4). With respect to self-criticism, five
studies have found self-criticism to confer vulnerability to depression in youth (Abela,
Sakellaropoulo, & Taxel, 2007; Abela & Taylor, 2003; Adams, Abela, Auerbach, &
Skitch, 2007; Shahar & Priel, 2003; Shahar, Blatt, Zuroff, Kuperminc, & Leadbeater,
2004) and two have not (Little & Garber, 2000, 2004). With respect to dependency, four
studies have found dependency to confer vulnerability to depression in youth (Adams et
al., 2007; Little & Garber, 2000, 2004, 2005) and four have not (Abela, Sakellaropoulo,
& Taxel, 2007; Abela & Taylor, 2003; Shahar & Priel, 2003; Shahar et al., 2004).
Among the studies that have examined the specific vulnerability hypothesis, specificity
(Abela, Sakellaropoulo, & Taxel, 2007; Abela & Taylor, 2003, seventh graders; Little &
Garber, 2000, 2004), reverse specificity (Shahar & Priel, 2003), and nonspecificity (Abela
& Taylor, 2003, third graders) have all been observed.

Empirical Status of Theories of Cognitive Vulnerability to Depression
in Youth

There are several main points to emphasize based on our brief review of the literature.
First, it is clear that the preponderance of evidence supports the hypothesis that cognitive
vulnerability factors interact with negative events to predict increases in depressive symp-
toms in both children and adolescents—although the pattern of findings does not always
conform exactly to what was originally proposed by the theories (e.g., reverse specificity
for specific vulnerability hypothesis).

Second, the extant corpus of evidence supporting/contradicting theories of cognitive
vulnerability to depression in child and adolescent samples parallels that found in adult
samples (see Hankin & Abela, 2005, for a review and elaboration on this point). On bal-
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TABLE 3.4. Summary of Prospective Studies Testing Theories of Personality Predispositions
to Depression

Study Sample type Follow-up
Depression
measure Results n

Abela,
Sakellaropoulo,
& Taxel
(2007)

7th graders 1.5
months

CDI Self-criticism interacted with negative
achievement, but not interpersonal, events to
predict increases in depressive symptoms.

Dependency did not predict change in
depressive symptoms.

79

Abela &
Taylor (2003)

3rd and 7th
graders

2.5
months

CDI Self-criticism interacted with negative
achievement, but not interpersonal, events to
predict increases in depressive symptoms in
7th-grade boys, but not girls, with low, but
not high, self-esteem.

Self-criticism interacted with both negative
achievement and negative interpersonal events
to predict increases in depressive symptoms in
3rd-graders with low, but not high, self-
esteem.

Dependency did not predict change in
depressive symptoms.

303

Adams et al.
(2007)

7- to 14-
year-olds
with an
affectively ill
parent

2 months;
multiwave
experience
sampling

CDI Self-criticism interacted with fluctuations in
hassles to predict fluctuations in depressive
symptoms.

Dependency interacted with fluctuations in
hassles to predict fluctuations in depressive
symptoms.

56

Hammen &
Goodman-
Brown (1990)

8- to 16-
year-olds
with either
affectively
ill, medically
ill, or
control
parents

6 months CDI Children exhibited increases in depressive
symptoms following the occurrence of
negative events congruent with their
personality predisposition (achievement or
interpersonal).

The authors did not test the specific
vulnerability hypothesis separately in the
achievement and interpersonal domains.

64

Little &
Garber (2000)

5th to 6th
graders

3 months CDI Connectedness interacted with negative
interpersonal, but not achievement, events to
predict increases in depressive symptoms in
boys.

Connectedness predicted increases in
depressive symptoms regardless of negative
interpersonal or achievement events in girls.

Neediness predicted increases in depressive
symptoms in both boys and girls regardless of
negative interpersonal or achievement events

Neither self-criticism nor individualistic
achievement orientation predicted change in
depressive symptoms

486

(continued)



ance, there exist proportionally as many studies with adults, as there do with children
and adolescents that support the cognitive theories of depression.

Third, the majority of studies testing theories of cognitive vulnerability to depression
in youth have done so within the framework of the hopelessness theory, focusing particu-
larly on the theory’s attributional vulnerability hypothesis. Far fewer studies have investi-
gated the vulnerability hypothesis of other cognitive theories. This stands in stark con-
trast to tests of theories of cognitive vulnerability to depression in adults wherein there is
a far greater balance in research examining the various theories. As a result, there is still
comparatively less knowledge about cognitive vulnerability to depression in youth than
in adults, and most of this knowledge is based on attributional style as a vulnerability fac-
tor.

Fourth, the various independent tests of cognitive diathesis–stress theories in child,
adolescent, and adult samples yield what appears, at least on the surface, to be a picture
of mixed support, based on the use of traditional significance testing criteria (e.g., p <
0.05; Cohen 1994) as the foundation for determining whether a study supports or refutes
cognitive theories. This “counting the significance stars” approach (Meehl, 1978), how-
ever, such as we have implicitly used in this chapter, may incorrectly lead one to conclude
that there is evidence to refute cognitive theories (in regard to adults, as well as youth)
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TABLE 3.4. (continued)

Study Sample type Follow-up
Depression
measure Results n

Little &
Garber (2004)

8th graders 12
months

CDI Neediness and connectedness interacted with
negative peer, but not academic, events to
predict increases in depressive symptoms in
girls but not boys.

Neither self-criticism nor individualistic
achievement orientation predicted change in
depressive symptoms.

129

Little &
Garber (2005)

6th graders
with an
affectively ill
parent

12
months

CDI
CDI-PR
CDRS-R

Neediness and connectedness predicted
increases in depressive symptoms through the
mediating role of dependent interpersonal
negative events, but not dependent
noninterpersonal negative events or
independent negative events.

185

Shahar et al.
(2004)

6th to 7th
graders

12
months

BDI Self-criticism predicted increases in depressive
symptoms in girls, but not boys, regardless of
negative events.

Dependency did not predict change in
depressive symptoms.

460

Shahar & Priel
(2003)

9th graders 4 months CES-DC Self-criticism interacted with negative
interpersonal, but not achievement, events to
predict increases in depressive symptoms.

Dependency predicted increases in depressive
symptoms regardless of negative interpersonal
or achievement events.

603

Note. CDI, Children’s Depression Inventory; CDI-PR, Child Depression Inventory; CDRS-R, Children’s Depression
Rating Scale—Revised; BDI, Beck Depression Inventory; CES-DC, Center for Epidemiologic Studies Depression Scale
for Children.



when overall the evidence supports them. Such an approach may also drive one to search
for moderators to account for the “equivocal” evidence base when such a search is not
needed. In contrast to counting how many studies have been supportive based on simple
tests of significance, quantitative reviews, such as meta-analyses, can aggregate across the
many individual studies, with varying samples sizes, methods, and designs, to provide a
more accurate picture of the state of the field. We are aware of one such quantitative
review (Lakdawalla & Hankin, 2007), and it provides relatively strong support for the
hypothesis that cognitive vulnerability factors interact with negative events to predict
increases in depressive symptoms in both children and adolescents.

Finally, there are likely meaningful developmental patterns in how cognitive vulnera-
bility factors transact with negative events over time to influence the development of
depression, yet it is not entirely clear how various developmental factors (e.g., biological,
cognitive, and emotional development, changes in parental and peer relationships, etc.)
affect this process despite some theorizing on the issue (e.g., Abela & Sarin, 2002; Cole
& Turner, 1993; Gibb & Coles, 2005; Hankin & Abela, 2005; Hankin & Abramson,
2001; Ingram, 2001). A necessary, and helpful, start toward understanding how develop-
ment influences both cognitive vulnerability factors and their interaction with negative
events is derived from the fact that, based on the research conducted to date, the effect
size for the interaction between cognitive vulnerability factors and negative life events is
in the small range for preadolescent children and in the medium range for adolescents
(Lakdawalla & Hankin, 2007). This change in effect size following the transition into
adolescence could be due to multiple causes, including the strengthening of cognitive vul-
nerability factors, increases in the frequency and/or objective intensity of negative events,
negative changes in interpersonal relationships that previously served as protective fac-
tors (i.e., parent–child relationship), preexisting cognitive vulnerability factors interacting
synergistically with normative changes in cognitive development (i.e., increases in self-
consciousness and egocentrism), and/or the use of measures of cognitive vulnerability
that are not appropriate for use with younger children. At this point, the reason for this
change is not entirely clear.

In sum, there is still a need for research examining theories of cognitive vulnerability
to depression in children and adolescents. In the sections that follow, we highlight several
areas that should be priorities for research examining the cognitive theories in youth,
including (1) new conceptual approaches towards understanding the relationships
between various cognitive vulnerability factors, (2) developmental issues, and (3) meth-
odological and statistical issues that may enhance tests of the cognitive theories.

CONCEPTUALIZING THE RELATIONSHIPS
BETWEEN THE VARIOUS COGNITIVE VULNERABILITY FACTORS

Despite the etiology of depression being widely acknowledged as multifactorial in nature
(e.g., Gotlib & Hammen, 2002; Hankin & Abela, 2005; Ingram & Price, 2001), rela-
tively little research has considered possible relationships between the many risk, vulnera-
bility, and protective factors proposed across the various cognitive theories of depression.
It is unlikely that each cognitive vulnerability theory is presenting a distinct etiological
pathway leading to the development of depression that is unaffected by the various con-
tributory causes of depression proposed by alternative theories. Consequently, the richest
examination of such theories will ultimately involve the integration of the various distinct
risk, vulnerability, and protective factors proposed by empirically supported theories.
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To date, three approaches to conceptualizing the relationships between various cog-
nitive vulnerability factors have been proposed: (1) the multiplicative approach, (2) the
additive approach, and (3) the weakest link approach.

The Multiplicative Approach

Most research to date that has attempted to take an integrative approach has conceptual-
ized the relationships between the multiple vulnerability factors being examined (i.e., usu-
ally two) using a multiplicative approach. Such an approach posits that the vulnerability
factors will interact synergistically to potentiate the stress–depression relationship such
that the greatest increases in depressive symptoms following increases in stress will be
observed in individuals possessing both vulnerability factors. For example, high levels of
self-esteem buffer youth who possess cognitive vulnerability factors such as depressogenic
inferential styles (Abela & Payne, 2003; Conley et al., 2001; Robinson et al., 1995;
Southall & Roberts, 2002), dysfunctional attitudes (Abela & Skitch, 2007), and self-
criticism (Abela & Taylor, 2003) against experiencing increases in depressive symptoms
following negative events.

Although a multiplicative approach has proven useful in examining the integration
of any given two models of vulnerability to depression, such an approach becomes more
cumbersome, both theoretically and methodologically, when attempting to integrate a
wider range of models. As the pool of vulnerability factors increases, the precision of the
hypotheses becomes so exact that only those possessing the complete “depressogenic pro-
file” are hypothesized to show increases in depressive symptoms following the occurrence
of stressors.

The Additive Approach

A second approach to conceptualizing the relationships between multiple vulnerability
factors is an additive approach. Such an approach assumes that an individual’s degree of
vulnerability to depression depends on the ultimate balance between his or her vulnera-
bility, protective, and risk factors. Vulnerability factors exhibit a cumulative effect, with
the presence of each additional vulnerability factor leading to a greater degree of vulnera-
bility. Conversely, protective factors exhibit a cumulative effect, with the presence of each
additional protective factor leading to a lesser degree of vulnerability. This approach
assumes that the factors work independently of one another, as shown by the factor ana-
lytic evidence just reviewed. For example, the additive approach would predict that a per-
son with a depressogenic attributional style, a high propensity to ruminate, and low self-
esteem (three vulnerabilities) is more vulnerable to depression than a person with a
depressogenic attributional style, a high propensity to ruminate, and average self-esteem
(two vulnerabilities). Furthermore, because of the counterbalancing effects of protective
factors, such an approach would predict that a person with a depressogenic attributional
style, an average propensity to engage in rumination, and average self-esteem (one vulner-
ability) is as vulnerable to depression as an individual with a depressogenic attributional
style, a high propensity to ruminate, and high self-esteem (two vulnerabilities + one pro-
tective factor).

Several studies examining the hopelessness theory of depression in adult samples
have taken an additive approach to conceptualizing the relationships between depresso-
genic inferential styles about the self, consequences, and causes. In doing so, researchers
have assumed that the more depressogenic inferential styles an individual possesses, the

48 ETIOLOGY OF DEPRESSION



more negative his or her overall cognitive style. Results from such studies have generally
been supportive of the hopelessness theory (Alloy, Abramson, Hogan, Whitehouse, Rose,
et al., 2000; Alloy et al., 2006; Hankin, Abramson, Miller, & Haeffel, 2004). At the same
time, no study, to our knowledge, has demonstrated that additive composite scores pre-
dict increases in depressive symptoms following negative events above and beyond the
three individual vulnerability–stress interactions featured in the hopelessness theory.
Demonstration of such a unique effect is necessary to show that the sum of an individ-
ual’s scores on measures of inferential styles provides information about his or her degree
of vulnerability to depression above and beyond what would be known by looking at
each of his or her inferential styles separately. Studies examining the vulnerability hypoth-
esis of the hopelessness theory in youth using an additive approach have yielded less sup-
portive findings than those obtained in adult studies, with additive composite scores not
being a significant moderator of the association between increases in depressive symp-
toms following the occurrence of negative events (Abela & Payne, 2003; Abela & Sarin,
2002).

Recent work examining the vulnerability hypothesis of the response styles theory in
youth has also begun to take an additive approach to conceptualizing the relationships
between the various response styles proposed in the theory. More specifically, measures
assessing ruminative and distracting response styles typically ask participants to rate the
frequency with which they utilize various behaviors or coping strategies in response to
depressed mood. Research with youth has found ruminative responses to be either not
associated (Abela, Aydin, et al., 2007; Abela et al., 2002, seventh graders; Abela,
Vanderbilt, & Rochon, 2004, seventh graders; Ziegert & Kistner, 2002) or positively
associated (e.g., Abela et al., 2002, third graders; Abela, Vanderbilt, & Rochon, 2004,
third graders) with distracting responses on such measures, suggesting that many youth
may not exhibit a consistent response style but, rather, may utilize multiple responses to
depression whose opposing effects counterbalance each other. Abela, Aydin, et al. (2007)
proposed that when examining the response styles theory, researchers should utilize com-
posite scores that take into account both the likelihood that a given individual will engage
in ruminative responses to depressed mood (a vulnerability factor) and the likelihood that
he or she will engage in distractive responses (a protective factor). Using a sample of 140
children, between the ages of 6 and 14, of affectively ill parents, Abela, Aydin, et al.
(2007) reported that rumination scores, distraction scores, and additive composite scores
were all significant predictors of change in depressive symptoms over time. At the same
time, additive composite scores predicted change in depressive symptoms over time above
and beyond both rumination and distraction scores.

The Weakest Link Approach

A third approach to conceptualizing the relationships between multiple vulnerability
factors is a weakest link approach (Abela & Sarin, 2002). This approach posits that
when multiple vulnerability factors predict depression through a similar mediating
pathway (e.g., negative cognitive style, dysfunctional attitudes, and self-criticism/
dependency each increase the likelihood an individual will engage in negative thinking
following negative events and thus develop depression), then an individual’s most
depressogenic vulnerability is the best marker of his or her true propensity for develop-
ing depression. Thus, when considering similar vulnerabilities, this approach predicts
that an individual is as vulnerable to depression as his or her most depressogenic vul-
nerability makes him or her.
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The weakest link approach (Abela & Sarin, 2002) was originally developed within
the framework of the hopelessness theory of depression. Within the framework of this
theory, the weakest link hypothesis posits that an individual is as cognitively vulnerable
to hopelessness depression as his or her most depressogenic inferential style makes him or
her. Abela and Sarin argue that their hypothesis follows from the hopelessness theory’s
logic that depressogenic inferences about negative events, irrespective of whether they are
about the self, consequences, or causes, increase the likelihood of developing hopelessness
(and consequently hopelessness depression). In an initial test of this hypothesis in a sam-
ple of seventh-grade students, Abela and Sarin reported that the participants’ “weakest
links” interacted with subsequently occurring negative events to predict increases in
depressive symptoms. In contrast, none of the three individual depressogenic inferential
styles on their own interacted with negative events to predict such increases. Finally, the
interaction between weakest link scores and negative events exhibited a unique effect
above and beyond each of the three individual diathesis–stress interactions featured in the
hopelessness theory. Similar findings have been reported in subsequent studies utilizing
child and early adolescent samples (Abela & McGirr, 2007; Abela, McGirr, & Skitch,
2007; Abela & Payne, 2003; Abela, Skitch, Adams, & Hankin, 2006).

Abela and Sarin (2002) have noted that the weakest link hypothesis may have partic-
ularly important implications for research examining the vulnerability hypothesis of the
hopelessness theory in youth. More specifically, research examining the hopelessness the-
ory in adult samples has not found depressogenic inferential styles about causes, conse-
quences, and the self to be empirically distinguishable (Abela, 2002; Abela & Seligman,
2000; Hankin, Carter, Lakdawalla, Abela, & Adams, 2007; Metalsky & Joiner, 1992),
whereas research examining the vulnerability hypothesis of the hopelessness theory in
children has (Abela, 2001; Abela & Sarin, 2002). Furthermore, studies using child and
early adolescent samples have reported that a large proportion (e.g., > 20%) of youth in
their samples would be classified as extremely pessimistic (1 SD above sample mean
score) on one inferential style but extremely optimistic on at least one other (1 SD below
sample mean score; Abela & Payne, 2003; Abela & Sarin, 2002). Given that a significant
proportion of children exhibit a range in their thinking styles, a weakest link approach
may be particularly warranted in order to provide an adequate test of the diathesis–stress
component of the hopelessness theory in children.

It is possible that a weakest link approach can prove beneficial in examining the rela-
tionships between cognitive vulnerability factors on a broader level. In a preliminary
study examining this possibility, Abela and Scheffler (2007) had children (ages 7–15)
complete measures assessing depressive symptoms, four cognitive vulnerability factors
(e.g., rumination, self-criticism, low self-esteem, and negative cognitive style), and
four interpersonal vulnerability factors (e.g., low social support, negative attachment
cognitions, dependency, and excessive reassurance seeking). The children were subse-
quently given handheld personal computers that were programmed to signal them to
complete measures assessing depressive symptoms and negative events once a week, at a
randomly selected time, for 6 weeks. With respect to cognitive vulnerability factors, a
depressogenic weakest link was associated with increases in depressive symptoms follow-
ing negative events. In contrast, additive composite scores were not associated with such
increases. Interestingly, with respect to interpersonal vulnerability factors, both depresso-
genic weakest link and additive composite scores were associated with increases in
depressive symptoms following negative events. Furthermore, both scores exhibited
unique effects. Such a pattern of findings suggests that the best approach to take when
integrating multiple vulnerability factors may vary according to the type of vulnerability
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factor examined. In addition, such results indicate that it is possible that multiple types of
integrative relationships are present for certain types of vulnerability factors.

DEVELOPMENTAL CONSIDERATIONS
The Emergence and Consolidation of Cognitive Vulnerability Factors

Cognitive vulnerability factors to depression, by definition and theory, are believed to
reflect stable individual differences, certainly by adulthood. However, both the age at
which such vulnerability factors emerge and the extent to which they represent trait-like
risk processes in youth remain unknown. It is vital to answer these questions, because
understanding when and how vulnerability factors emerge as stable risks to depression is
(1) essential for a fuller theoretical understanding of the development of and continuity/
change in vulnerability factors to depression and (2) can potentially advance knowledge
about when to implement optimal, developmentally sensitive interventions for depres-
sion. Understanding how cognitive vulnerability factors to depression emerge and stabi-
lize may also shed light on the pattern of depression rates observed in children, early ado-
lescents, and adolescents, especially if different processes lead to depression at different
developmental stages. More specifically, it is possible that the processes described by the-
ories of cognitive vulnerability come into play only in later developmental stages, shortly
before depression rates begin to increase. Alternatively, cognitive vulnerability factors
may exist and operate earlier, yet remain relatively latent until the increase in stressors
that occurs during the transition from early to middle adolescence causes them to be
more chronically active. Presently, both hypotheses (and, of course, the combination of
these two possibilities) are viable. The discussion that follows conveys what is known
theoretically and empirically about developmental influences related to cognitive vulnera-
bility to depression.

Early Research: Theory and Evidence

There has been great debate in the literature as to the developmental stage at which cog-
nitive vulnerability factors emerge (Garber, 2000; Gibb & Coles, 2005; Hammen &
Rudolph, 2003; Hankin & Abela, 2005). Several researchers (e.g., Cole & Turner, 1993)
have hypothesized that cognitive vulnerability factors do not begin to moderate the rela-
tionship between stress and depression until the transition from middle childhood to
early adolescence; these theorists connect the emergence of such vulnerability factors to
the influence of increasing levels of experience and cognitive processing capacities. For
example, from the perspective of Beck’s (1967, 1983) cognitive theory, researchers have
hypothesized that schema do not become consolidated until adolescence, or even
early adulthood, after repeated learning experiences have reinforced them (Hammen
& Zuppan, 1984; Young, 1999). From the perspective of the hopelessness theory
(Abramson et al., 1989), researchers have hypothesized that a depressogenic attributional
style emerges as a vulnerability factor only during the transition from childhood to ado-
lescence, when children acquire the ability to engage in abstract reasoning and formal
operational thought (Nolen-Hoeksema et al., 1992; Turner & Cole, 1994).

In explaining the mechanisms underlying such a developmental hypothesis, research-
ers have drawn from a wide variety of findings in the cognitive development literature—
particularly those pertaining to middle childhood. For example, during middle child-
hood, children develop a more stable and less concrete sense of self (Rholes, Blackwell,
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Jordan, & Walters, 1980). Their self-views become increasingly differentiated (Abela &
Véronneau-McArdle, 2002) as they shift their focus from concrete, behavioral character-
istics in early childhood, to trait-like characteristics in middle childhood, to more abstract
psychological constructs during adolescence (Harter, 1986, 1990). During this develop-
mental period, children also become less here-and-now oriented (Shirk, 1988) and more
likely to integrate past experience into working knowledge in a manner that informs
interpretations and predictions (Rholes et al., 1980). Although very young children have
a rudimentary understanding of causality (e.g., Oakes, 1994), it is not until middle child-
hood that their use of stable personality traits to explain behavior increases dramatically
(Corrigan, 1995). Finally, some researchers have suggested that young children do not
have the cognitive capacity to develop hopelessness because they have difficulty concep-
tualizing the sequencing of events as well as the length of time between events (Kaslow,
Adamson, & Collins, 2000). Consequently, such researchers have hypothesized that it is
only in the transition from middle childhood to early adolescence when a future time ori-
entation and the ability to assess probabilities emerge that hopelessness can develop
(Kaslow et al., 2000). Yet, contrary to this hypothesis, Kazdin, French, Unis, Esveldt-
Dawson, and Sherick (1983) found that hopelessness in younger children was associated
with depressive symptoms, and this finding appears to contradict the hypothesis that a
future orientation is necessary for hopelessness to operate. This example of a discrepancy
between theory and evidence illustrates that more work is needed to address this and
other related hypotheses seeking to integrate work in basic cognitive development with
the emergence and consolidation of cognitive risk factors.

In addition, the developmental hypothesis that cognitive vulnerability emerges dur-
ing the transition from middle childhood to early adolescence is largely based on early
research examining the attributional vulnerability hypothesis of the hopelessness theory
in youth. Results from three studies, in particular, provide the most compelling support
for this hypothesis. In a 1-year longitudinal study of 8-to 11-year-old children, Nolen-
Hoeksema et al. (1986) found that attributional style interacted with negative events to
predict increases in depression in two out of four follow-up assessments. In a 5-year lon-
gitudinal study of third-grade schoolchildren, Nolen-Hoeksema et al. (1992) found that
the interaction between a depressogenic attributional style and negative events predicted
increases in depressive symptoms in early adolescence (sixth to eighth grades) but not in
middle childhood (third to fifth grades). Finally, in a cross-sectional study of fourth-,
sixth-, and eighth-grade schoolchildren, Turner and Cole (1994) found that a depresso-
genic attributional style interacted with negative events to predict higher levels of depres-
sive symptoms in eighth-grade children but not in fourth- or sixth-grade children.

When interpreting the results of these three studies, it is important to note two
issues. First, support for this development hypothesis is based on the practice of null
hypothesis significance testing (e.g., a significant attributional style × stress interaction
found in two of four analyses; Nolen-Hoeksema et al., 1986), and as argued earlier, this
practice may not be effective or contribute to a progressive and cumulative scientific
knowledge base (cf. Meehl, 1978). Second, attributional style was assessed in these stud-
ies using the Children’s Attributional Style Questionnaire (CASQ; Seligman et al., 1984),
a measure that is limited by its poor internal reliability (alpha range = .4–.6; Hankin &
Abramson, 2002; Thompson, Kaslow, Weiss, & Nolen-Hoeksema, 1998). Subsequent
research examining a wider range of cognitive vulnerability factors (e.g., depressogenic
inferential styles about the self and consequences, a ruminative response style, dysfunc-
tional attitudes, and self-criticism) and using improved measures of cognitive vulnerabil-
ity, including more developmentally sensitive measures of attributional style (Conley et
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al., 2001), has yielded a pattern of findings that is contradictory to this developmental
hypothesis. For example, as seen in Table 3.1, several studies support the cognitive
vulnerability–stress hypothesis in third-grade schoolchildren and children between the
ages of 6 and 14 (prior to the age when this effect should be observed, if Cole’s develop-
mental hypothesis were correct), whereas other studies failed to support the cognitive
vulnerability–stress hypothesis in adolescence (after the age when the developmental
hypothesis states that this interaction should be found).

Although the pattern of results obtained in research examining theories of cognitive
vulnerability to depression in youth suggests that such theories may be equally applicable
to children, early adolescents, and adolescents, it is likely that much change occurs with
respect to cognitive vulnerability factors throughout childhood and adolescence. More
specifically, it is likely that the accumulation of experience and increased cognitive pro-
cessing abilities leads to both (1) greater stabilization and consolidation of specific cogni-
tive vulnerability factors and (2) greater interrelatedness among different cognitive vul-
nerability factors.

Stabilization of Cognitive Vulnerabilities into Trait-Like Risk Factors

We have adapted and applied conceptual and empirical approaches from research on
basic personality development in order to advance knowledge on how and when cogni-
tive vulnerability factors emerge and stabilize (e.g., Caspi, Roberts, & Shiner, 2005;
Fraley & Roberts, 2005), including examination of rank-order stability and mean-level
changes in vulnerabilities over time. Different processes can explain how vulnerability
factors to depression maintain rank-order, or test–retest, stability over time. As seen in
Figure 3.1, these include (1) a trait-like model (top panel), (2) a contextual/autoregressive
model (middle panel), and (3) a combined trait/contextual model (bottom panel). Trait
models predict that the empirical test–retest correlations will be invariant (ignoring statis-
tical fluctuations in measurement precision) as the length of the test–retest interval
increases, because a stable psychological variable (i.e., a trait vulnerability) organizes the
manifestation of depression vulnerability over time. In contrast, contextual models pre-
dict that the magnitude of the test–retest correlations for depression vulnerability will
decrease monotonically as the size of the interval increases (i.e., an autoregressive simplex
pattern; Kenny & Zautra, 2001), because there is no enduring trait vulnerability in the
model contributing to stability over time.

In order to test these different organizing conceptual models rigorously, it is essential
that multiple waves of data be used. The two time point study (e.g., Burns & Seligman,
1989, in adults; Voelz, Walker, Petit, Joiner, & Wagner, 2003, in youth) typically used to
examine the stability of cognitive vulnerability factors is inadequate for doing so, as it is
the pattern of test–retest correlations over time, not the strength of any given test–retest
correlation, that indicates whether the vulnerability factor is organized in a trait, contex-
tual, or combined manner (Fraley & Roberts, 2005). With multiwave data, structural
equation modeling (SEM) can be used to examine the pattern of test–retest correlations
over multiple follow-ups to determine whether a trait-like or autoregressive contextual
model best explains the rank-order stability of data over time. Moreover, longitudinal
analyses can evaluate whether mean levels of stability change significantly over time for
participants.

On the basis of this personality framework, Hankin, Fraley, and Abela (2005)
recently provided the first examination of the processes underlying the stability of cogni-
tive vulnerability, in any age group, using data from a 35-day diary study with late ado-
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lescents (n = 210). Participants completed daily ratings of the inferences they made for the
most negative event experienced every day for a month, based on the hopelessness theory.
With respect to mean-level stability, cognitive vulnerability scores did not change on aver-
age over the 35 days. With respect to rank-order stability, cognitive vulnerability (nega-
tive cognitive style) was moderately stable over time (average test–retest r = .38, SD = .08,
range = .56–.15). Using SEM, the pattern of this test–retest stability was best explained
by a trait-like model. The contextual/autoregressive model provided a poor fit to the test–
retest data, and the combined trait and contextual model fit as well as the trait model
alone.

In addition, research with younger adolescents (grades 6–10; n = 280; Hankin,
2005) found that both depressogenic inferential styles and dysfunctional attitudes exhib-
ited moderate mean-level stability over time, and this stability was explained best by
a trait-like model. The adolescents’ average levels of cognitive vulnerabilities (both
depressogenic inferential styles and dysfunctional attitudes) were stable and did not sig-
nificantly change over time. Moderate rank-order stability was observed: The mean cor-
relation across the four waves of data for depressogenic inferential styles was .61 (SD =
.12; range = .44–.74) and .29 (SD = .15; range = .08–.43) for dysfunctional attitudes.
Using SEM, a trait model fit the cognitive vulnerability data over the four waves best for
the sample as a whole, whereas an autoregressive model fit these data poorly. Finally, the
youths’ grades were examined to determine whether grade, as a rough index of develop-
mental level, influenced the fit of these models, given the possibility that cognitive vulner-
ability factors may evolve into a more stable, trait-like vulnerability as a function of
increasing grade. Consistent with this hypothesis, the trait model fit both the older (ninth
and tenth graders) and younger (sixth to eighth graders) youth well. At the same time, the
contextual model also fit moderately well in the younger, but not older, grades. These
results provide initial evidence that cognitive vulnerability factors appear to have stabi-
lized into a relatively stable, trait-like pattern, at least by sixth grade, although there is
likely some continued change (i.e., greater stabilization) throughout early adolescence.

54 ETIOLOGY OF DEPRESSION

FIGURE 3.1. Processes explaining how vulnerability factors to depression maintain rank-order, or
test–retest, stability over time: (1) a trait-like model (top panel), (2) a contextual/autoregressive
model (middle panel), and (3) a combined trait/contextual model (bottom panel).



Developmental Changes in the Interrelation
among Cognitive Vulnerability Factors

Another conceptual and analytic approach for understanding the emergence and stabili-
zation of cognitive vulnerability factors is to examine the degree to which such factors
interrelate with one another over time. Although various forms of cognitive vulnerability
(e.g., depressogenic inferential styles, dysfunctional attitudes, rumination, self-criticism,
etc.) may emerge and stabilize along a similar time course, their degree of interrelatedness
may change as a function of development. For example, cognitive vulnerability factors
may be relatively independent of one another early in development (Abela & Sarin,
2002). As development progresses, however, these vulnerability factors may become
increasingly more interrelated and consolidated. Such a pattern of increasing interrelated-
ness would be consistent with research on temperament and personality development, in
which many narrow, lower-order factors are observed early in development and the stan-
dard Big-5 factors are obtained in middle adolescence through adulthood (e.g., Caspi &
Shiner, 2006; Rothbart & Bates, 2006).

The results from factor analytic studies suggest that cognitive vulnerability factors
are more distinct in children than in adolescents and young adults (e.g., Adams, Abela, &
Hankin, 2007; Hankin, Carter, et al., 2007; Joiner & Rudd, 1996). It appears that the
various cognitive vulnerability factors may initially be relatively independent of one
another but then become more interrelated during the transition from childhood to ado-
lescence. As multiple vulnerability factors coalesce into a consolidated set of moderately
intercorrelated cognitive vulnerabilities, youths’ degree of vulnerability to depression may
heighten. Interestingly, this contamination process may occur at about the same time that
many researchers (Nolen-Hoeksema et al., 1992; Turner & Cole, 1994) have hypothe-
sized that cognitive vulnerability to depression in youth first emerges.

Given that cognitive vulnerability factors become more interrelated with one another
with age, different approaches to conceptualizing the relationship between multiple cog-
nitive vulnerability factors may be optimal for youth at different developmental stages.
When youths’ cognitive vulnerability factors are still relatively distinct, knowledge of any
particular factor may convey minimal information about the overall degree of vulnerabil-
ity to depression. At this stage of development, a weakest link approach may be the most
appropriate approach, as a child’s most depressogenic vulnerability factor is likely be the
best indicator of his or her propensity to engage in depressogenic thinking following
stressors (Abela & Sarin, 2002). As cognitive vulnerability factors become increasingly
interrelated over time, however, knowledge of a child’s level with respect to any given vul-
nerability factor provides information about his or her levels with respect to other vulner-
ability factors. At this point in development, an additive approach may become more
appropriate than a weakest link approach, as the presence of multiple vulnerabilities may
become an equally, if not more, important indicator of both the likelihood that he or she
engages in depressogenic thought processes and the degree of negativity and generality of
such processes.

Developmental Changes in Levels of Cognitive Vulnerability

An alternative way in which theories of cognitive vulnerability could shed light on the
pattern of depression rates across development is if levels of the vulnerability and risk fac-
tors featured in such theories vary as a function of development. In other words, although
similar processes may be related to the onset of depression in both children and adoles-
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cents, differing levels of causal variables (e.g., vulnerability factors and stressors) may
account for differing rates of depression in these age groups. For example, youth, espe-
cially girls, begin to encounter more stressors starting at about age 13 (Hankin &
Abramson, 2001), so the increase in overall levels of stress, combined with cognitive vul-
nerabilities, could explain, at least in part, the rise in depression rates observed during
adolescence. Few studies have prospectively followed groups of youth over time, moni-
toring changes in levels of cognitive vulnerability, so it is unclear whether cognitive vul-
nerability factors increase during the transition from childhood to early adolescence.

It is important to note that research examining changes in levels of cognitive vulnera-
bility factors over time must consider not only the possibility that increases in levels of
specific vulnerability factors contribute to increased depression rates, but also that a lack
of decreases in levels of certain vulnerability factors may also contribute to increased
depression rates. We have found a cross-sectional association between age and depen-
dency (Abela & Taylor, 2003) and reassurance seeking (e.g., Abela, Hankin, et al., 2005;
Abela, Zuroff, Ho, Adams, & Hankin, 2006), with younger children reporting higher
levels of such variables than older children. It is possible that elevated levels of such
cognitive-interpersonal variables are both normative and adaptive in younger children,
and consequently elevated levels of such factors begin to confer vulnerability to depres-
sion only during the transition from childhood to early adolescence when they are
expected to become developmentally atypical. As normative base rates of dependency
and reassurance seeking decrease, the interpersonal behaviors associated with them may
be viewed as developmentally atypical and, consequently, elicit more negative responses
from others (e.g., parents, peers, etc.). Providing indirect support for such a hypothesis,
although elevated levels of dependency have been found to serve as a vulnerability factor
to depressive symptoms in both adolescents and adults (see Zuroff et al., 2004), depen-
dency has not been consistently found to confer vulnerability to depression in children
(e.g., Abela, Sakellaropoulo, & Taxel, 2007; Abela & Taylor, 2003). Furthermore,
although elevated levels of dependency have been found to be associated with impairment
in social functioning in adolescents and adults (e.g., see Zuroff et al., 2004), elevated lev-
els of dependency have been found to be positively associated with social functioning in
children (Fichman, Koestner, & Zuroff, 1996).

The Developmental Origins of Cognitive Vulnerability

The developmental origins of cognitive vulnerabilities to depression have received far less
attention than the diathesis–stress hypothesis of cognitive theories. Although a detailed
discussion of this topic is beyond the scope of this chapter, we provide a brief overview of
theories and topics that have generated the most theoretical debate and empirical
research (for more detailed discussions, see Blatt & Homann, 1992; Garber & Flynn,
1998; Haines, Metalsky, Cardamone, & Joiner, 1999; see also special issues of Cognitive
Therapy and Research, edited by Ingram, 2001, 2003a, 2003b).

Some researchers have hypothesized that experiencing a sustained episode of depres-
sion may lead to the development of cognitive vulnerability factors that persist even after
the depressive episode itself remits. According to this perspective, a youth’s initial depres-
sive episode may be caused by factors other than cognitive vulnerability (e.g., a youth’s
coping abilities are overwhelmed following the experiencing of a severe stressor). How-
ever, as a result of experiencing such an episode, he or she becomes cognitively vulnerable
to the recurrence of depression. Nolen-Hoeksema and colleagues (1992) outline several
pathways through which the experience of a depressive episode may lead to the develop-
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ment of cognitive vulnerability factors in youth. For example, depressed children often
exhibit deficits in both academic performance and peer relations (Nolen-Hoeksema et al.,
1986, 1992). Such deficits may lead these children to believe that they have low abilities
and cannot control important outcomes in their lives. In addition, depression may facili-
tate access to negative memories and thoughts, owing to the priming effects of mood on
cognition (Blaney, 1986; Bower, 1981). If such negative cognitions persist over an
extended period of time, particularly when a child’s self-view and styles of thinking are
still developing, they may have a strong influence on the ultimate content of the belief
systems and cognitive styles the child develops and maintains even after the episode of
depression remits. Finally, research suggests that youth exhibiting depressive symptoms
may generate stress (Hankin, Mermelstein, & Roesch, 2007; Rudolph & Hammen,
1999). Such youth may consequently act in ways that reinforce the development of cogni-
tive vulnerability factors. For example, a depressed child deficient in social skills, who
consequently encounters rejection, may learn to expect such rejection. Subsequent behav-
ior, such as withdrawing from social activity, may lead to an increase in social rejection
and consequently reinforce the negativity of developing cognitive styles (Ingram, 2001).
Some studies have provided support for the hypothesized relationship between the expe-
rience of elevated levels of depressive symptoms and the subsequent development of cog-
nitive vulnerability factors in youth (e.g., Gibb et al., 2006; Nolen-Hoeksema et al.,
1986, 1992), whereas other longitudinal studies (e.g., Lewinsohn, Steinmetz, Larson, &
Franklin, 1981; Rohde, Lewinsohn, & Seeley, 1994) have failed to obtain support for
such a relationship.

Other researchers have hypothesized that certain types of negative life events may
play a significant role in the development of cognitive vulnerability factors. More specifi-
cally, such researchers have proposed that (1) repeated exposure to negative events that
occur in multiple and likely interacting domains (i.e., family conflict, divorce, poverty)
and (2) chronic and/or major traumatic negative life events lead to the development
of personal themes of derogation and unworthiness (Janoff-Bulman, 1992; Rose &
Abramson, 1992). Such themes are posited, in turn, to become deeply ingrained in self-
structures, consequently conferring vulnerability to subsequent episodes of depression.
Consistent with this hypothesis, Garber and Flynn (1998) found that mothers’ reports of
the negative life events experienced by their children over the previous year predicted
increases in depressogenic attributional style a year later. Further, in a prospective study
of fifth and sixth graders, Rudolph, Kurlowsky, and Conley (2001) found that numerous
facets of family disturbance (i.e., divorce, abandonment, parental death, or severe, recur-
rent, and inadequately resolved interparental conflict) and recent stress led to concurrent
and subsequent deficits in perceptions of control and increased levels of helplessness.

Within the framework of the hopelessness theory of depression, Rose and Abramson
(1992) have hypothesized that maltreatment, whether it is physical, emotional or sexual,
is a specific type of negative life event that is particularly likely to lead to the development
of depressogenic inferential styles. Following the experience of maltreatment events,
youth attempt to understand the causes, meaning, and consequences of such events. In
the case of an isolated experience of maltreatment, a child is not necessarily likely to
make depressogenic inferences, as he or she is apt to interpret the event in a way that
allows him or her to maintain hope (“My mom/dad was in a bad mood that day”). When
such events become chronic (recurrent across time) and pervasive (recurrent across situa-
tions), however, a child is especially likely to begin to make depressogenic inferences
about the maltreatment. The repetition of such depressogenic inferences following mal-
treatment consequently leads to the formation of a more general depressogenic inferential
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style. Rose and Abramson (1992) suggest that when a child is emotionally maltreated, he
or she may be particularly likely to develop depressogenic inferential styles, as the child is
directly provided with the negative cognitions from the abuser that ultimately form his or
her depressogenic inferential styles. Several studies have supported this hypothesis in
adults (e.g., Gibb et al., 2001; Feiring, Taska, & Lewis 1998; Hankin, 2005; Rose,
Abramson, Hodulik, Halberstadt, & Leff, 1994) and children (Gibb et al., 2006; Gibb &
Abela, in press; Gibb & Alloy, 2006). Moreover, a history of childhood emotional, but
not physical or sexual, maltreatment predicted depressive symptoms and episodes in
adults, and this relationship was mediated by depressogenic inferential styles (Gibb et al.,
2001; Hankin, 2005).

Some researchers have connected the development of cognitive vulnerability factors
to maladaptive parenting practices. Within a cognitive-developmental framework, par-
enting consists of patterns of behaviors that convey information to the child, which may
be internalized and subsequently contribute to the formation of beliefs about the self and
the world (Bruce et al., 2006). Parenting that is characterized by high levels of warmth,
acceptance, autonomy promotion, consistency, and positive reinforcement is likely to
contribute to the development of positive views of the self and the world, whereas parent-
ing that is characterized by high levels of criticism, rejection, control, and inconsistency is
likely to contribute to the formation of negative views of the self and the world
(Ainsworth, 1979; Beck, 1967; Blatt & Homann, 1992; Bowlby, 1969, 1980; Young,
1999). Several cross-sectional studies have provided support for the hypothesized link
between maladaptive parenting practices and cognitive vulnerability factors. For exam-
ple, within the framework of Beck’s cognitive theory of depression, high levels of parental
criticism, indifference, and control and low levels of parental acceptance and care have
been found to be associated with higher levels of dysfunctional attitudes and cognitive
distortions in youth (Alloy et al., 2001; Bruce et al., 2006; Garber & Flynn, 2001; Liu,
2003). Similarly, high levels of parental rejection, inconsistency, and restrictiveness and
low levels of parental care, acceptance, and autonomy promotion have been found to be
associated with a negative self-concept in youth (Bruce et al., 2006; Jaenicke et al., 1987;
Liu, 2003). Finally, within the framework of the hopelessness theory of depression, high
levels of parental criticism and control and low levels of parental care and acceptance
have been found to be associated with a depressogenic attributional style in youth (Alloy
et al., 2001; Bruce et al., 2006; Garber & Flynn, 2001; Jaenicke et al., 1987). In one of
the few prospective studies to examine the hypothesized association between maladaptive
parenting practices and cognitive vulnerability factors, Koestner, Zuroff, and Powers
(1991) reported that maternal reports of parenting behaviors reflecting high rejection and
restrictiveness when children were age 5 prospectively predicted elevated levels of self-
criticism when youth were age 12—even after controlling for mothers’ reports of their
children’s early temperament.

Other researchers have proposed that children may acquire cognitive vulnerability
factors through modeling processes. It is thought that children learn to make causal infer-
ences by observing their parents’ inferential styles concerning the parents’ own behavior.
For example, Seligman et al. (1984) found that children’s inferential style about the
causes of negative events correlated with those of their mothers, but not their fathers. Yet
others have failed to replicate these findings concerning the relationship between child
and parental inferential styles (e.g., Garber & Flynn, 2001; Kaslow, Rehm, Pollack, &
Siegel, 1988).

A variation on the modeling hypothesis is that rather than modeling their parents’
inferential styles, children model the inferential feedback communicated to them about
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events in their own lives. Most studies have tested this hypothesis by examining whether
parents’ typical inferential communications to their children are associated with their
children’s inferential styles. For example, Garber and Flynn (2001) reported that
although mothers’ and children’s attributional styles were not significantly associated,
mothers’ and children’s attributions regarding the same child-focused events were. Sev-
eral other studies have obtained similarly strong support for this variant on the modeling
hypothesis (e.g., Alloy et al., 2001; Dweck, Davidson, Nelson, & Enna, 1978; Fincham
& Cain, 1986; Garber & Flynn, 2001; Turk & Bry, 1992; for an exception, see Gibb et
al., 2006).

Finally, normative changes in cognitive development during the transition from mid-
dle childhood may play a role in either the development or the exacerbation of cognitive
vulnerability factors. Elkind (1967, 1978) hypothesized that normative increases in self-
consciousness and egocentrism during early adolescence contribute to increases in depres-
sion rates in this age group. Early adolescents maintain the false belief that others are as
concerned about their thoughts and behaviors as they are. One consequence of adoles-
cents’ belief in an “imaginary audience” is heightened concern about what others think
about them. Elkind has suggested that adolescents who are critical of themselves will
anticipate a critical audience and, consequently, will be at risk for depression. Expanding
on this hypothesis, Garber, Weiss, and Shanley (1993) posited that the relationship
between adolescent cognitions (i.e., self-consciousness and egocentrism) and depressive
symptoms is mediated by depressogenic cognitive styles. In line with this hypothesis,
Garber and colleagues reported a significant relation between adolescent cognitions
and both depressive symptoms and cognitive vulnerability factors (e.g., depressogenic
attributional style, dysfunctional attitudes, negative automatic thoughts, helplessness
expectancies, and negative outcome expectancies). Garber and colleagues hypothesized
that self-consciousness and egocentrism may make adolescents particularly vulnerable to
developing cognitive vulnerability factors, and consequently depression, if they experi-
ence stressors that impinge on their personal areas of specific concern (e.g., Hammen,
1990). That is, the interaction of normative adolescent cognitions with stressors that are
common during this developmental stage (e.g., academic, social, and physical changes)
may contribute to increased depression during adolescence through the mediating role of
depressogenic cognitive styles.

METHODOLOGICAL CONSIDERATIONS IN THE STUDY
OF COGNITIVE VULNERABILITY TO DEPRESSION IN YOUTH

In the past few years there has been a surge in literature examining possible methodologi-
cal reasons for inconsistencies in the findings of studies examining theories of cognitive
vulnerability to depression in children, adolescents, and adults (for reviews, see Gibb &
Coles, 2005, and Hankin & Abela, 2005). We briefly discuss some of these reasons, as
more methodologically rigorous research is likely to lead to greater consistency in find-
ings in the examination of cognitive vulnerability to depression at all stages of develop-
ment.

Nomothetic Versus Idiographic Approaches to Analysis

In recent years, researchers have increasingly turned to examining theories of cognitive
vulnerability to depression in youth using multiwave longitudinal designs. The use of
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such designs has opened many new avenues of inquiry, including the examination of the
vulnerability–stress hypothesis of cognitive theories using idiographic as opposed to
nomothetic approaches to analysis, as well as the examination of processes that explain
how cognitive vulnerabilities maintain rank-order, or test–retest, stability over time.

In the typical study examining the diathesis–stress component of cognitive theories
of vulnerability to depression (e.g., Abela & Sullivan, 2003; Hankin et al., 2001;
Lewinsohn et al., 2001), vulnerability factors and depressive symptoms are assessed at
Time 1. Depressive symptoms and the occurrence of negative events are assessed at Time
2 (e.g., 6 months later). Analyses are then conducted to examine whether the vulnerabil-
ity factors interact with the occurrence of negative events to predict increases in depres-
sive symptoms. Implicit within such a design is the reliance on a nomothetic (between-
subject) approach to operationalizing high levels of stress. Within a nomothetic frame-
work, an individual is considered to be experiencing a high level of stress when his or her
level of stress is high in comparison to the sample’s average level of stress. Thus, when
testing the diathesis–stress component of cognitive theories utilizing a nomothetic
approach, researchers are examining whether individuals who possess high levels of vul-
nerability are more likely than other individuals to experience increases in depressive
symptoms when their levels of stress are higher than the sample’s average level of stress.
Although such an approach sounds plausible on the surface, it is likely to lead to inaccu-
rate predictions at the level of individual study participants.

Consider the following example. Scores on a measure assessing the frequency of neg-
ative events over a 6-week interval range from 0 to 60, with a mean of 30 and a standard
deviation of 10. Participant 1 and participant 2 both have high levels of cognitive vulner-
ability at Time 1. Participant 1 is coming out of a stressful period of her life. Although her
score on the life event measure at Time 2 is 40, this score is considerably lower than the
score she would have received had she completed the life events measure at Time 1. In
fact, this score is the lowest she would have obtained over the past 12 months. Partici-
pant 2, however, has experienced several negative events in the past 6 weeks, causing him
to receive a score of 25 on the life events measure. This score is considerably higher than
the score he would have received had he completed the life events measure at Time 1. In
fact, this score is the highest he would have obtained over the past 12 months.

Cognitive theories of vulnerability to depression would predict that participant 1 is
not likely to exhibit increases in depressive symptoms during the course of the study, as
the frequency of negative events in her life in the past 6 weeks has been low in compari-
son to the frequency of negative events she experienced in the 42 weeks prior to partici-
pating in the study. In contrast, cognitive theories of vulnerability to depression would
predict that participant 2 is likely to exhibit increases in depressive symptoms during the
course of the study, given that the frequency of negative events in his life in the past 6
weeks is high in comparison to the frequency with which he experienced negative events
in the 42 weeks prior to participating in the study.

A nomothetic approach to operationalizing high levels of stress, however, would pre-
dict the exact opposite. More specifically, such an approach would predict that partici-
pant 1 is likely to show increases in depressive symptoms between Time 1 and Time 2
because her level of stress is higher than the sample’s average level of stress. In contrast,
such an approach would predict that participant 2 is not likely to experience increases in
depressive symptoms between Time 1 and Time 2 as his level of stress is lower than that
of the sample’s average level of stress. Thus, when utilizing a nomothetic approach,
important contextual information is likely to be lost, leading to inaccurate predictions at
the level of individual participants.

60 ETIOLOGY OF DEPRESSION



Several researchers have recently proposed that the use of an idiographic (within-
subject), as opposed to a nomothetic, approach to operationalizing high levels of stress is
likely to lead to a more powerful examination of the diathesis–stress component of cogni-
tive theories of vulnerability to depression (Abela, Aydin, & Auerbach, 2006; Abela &
Skitch, 2007; Abela, Skitch, Adams, & Hankin, 2006; Abela, Webb, Ho, Wagner, &
Adams, 2006; Abela, Zuroff, Ho, Adams, & Hankin, 2006). From an idiographic per-
spective, an individual is considered to be experiencing a high level of stress when he or
she is experiencing a level of stress that is higher than his or her own average level of
stress. In considering our previous example, an idiographic approach would predict that
participant 1 is not likely to show increases in depressive symptoms between Time 1 and
Time 2, because the frequency of negative events she experienced in the past 6 weeks is
lower than in the preceding 42 weeks, whereas participant 2 is likely to show increases in
depressive symptoms, as the frequency of negative events he experienced in the past 6
weeks is higher than in the preceding 42 weeks. Thus, an idiographic approach retains
contextual information that is likely to lead to more accurate predictions at the level of
individual participants.

The most powerful examination of cognitive vulnerability–stress theories requires
the use of a multiwave longitudinal design in which stress and depression are assessed at
multiple time points. The use of such a design allows researchers to examine the relation-
ship between fluctuations in stress and fluctuations in depressive symptoms over time in
individuals possessing varying levels of vulnerability. As can be seen in the upper panel of
Figure 3.2, for an individual who possesses high vulnerability, cognitive theories would
predict that stress and depressive symptoms should covary to a significant degree over
time, with such individuals reporting higher levels of the depressive symptoms when they
are experiencing high stress than when experiencing low stress. In contrast, as can be seen
in the middle panel of Figure 3.2, for an individual who possesses low levels of vulnera-
bility, cognitive theories would predict that although levels of stress are likely to fluctuate
over time, levels of depressive symptoms should stay relatively low and stable. Thus, as
illustrated in the bottom panel of Figure 3.2, when an idiographic approach is taken, vul-
nerability theories posit that stress and depressive symptoms will covary to a greater
degree in individuals who possess high vulnerability than in individuals who possess low
vulnerability. To date, studies have obtained consistent support for the diathesis–stress
component of such theories in both children (Abela & McGirr, 2007; Abela, McGirr, et
al., 2007; Abela & Skitch, 2007; Abela, Skitch, Adams, & Hankin, 2006; Abela, Zuroff,
Ho, Adams, & Hankin, 2006) and adults (Abela, Aydin, et al., 2006; Abela, Webb, Ho,
Wagner, & Adams, 2006) when using an idiographic, as opposed to a nomothetic,
approach.

Research has only recently begun to examine the diathesis–stress component of cog-
nitive vulnerability theories of depression using an idiographic approach to analysis. At
the same time, nomothetic and idiographic approaches may be integrated. For example,
Abela, Foa, and McWhinnie (2007) simultaneously examined the between- versus within-
subject effects of both stress and hopelessness on depressive symptoms from a multiwave
(nine waves of data collection) longitudinal study of 140 children (ages 6–14) of
affectively ill parents over a 1-year interval. Results suggest that as individuals’ average
stress levels increase, the strength of the association between fluctuations in negative
cognitions and fluctuations in depressive symptoms becomes stronger. This suggests a
possible explanation for changes in the epidemiology of depression in adolescence. Mean
levels of stress increase during the transitions from early to middle adolescence and from
middle to late adolescence (Hankin & Abramson, 2001), so the association between neg-
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FIGURE 3.2. Hypothesized relationship between stress and depressive symptoms for individuals
possessing high (top panel) and low (middle panel) levels of cognitive vulnerability. Hypothesized
slope of the relationship between levels of stress and depressive symptoms for individuals possess-
ing high and low levels of cognitive vulnerability (bottom panel).



ative cognitions and depressive outcomes may be potentiated, particularly for girls, who
begin to experience higher average stress levels during the transition from early to middle
adolescence than boys.

Priming of Cognitive Vulnerability Factors

Several cognitive theorists have argued that cognitive vulnerability factors are typically
latent and must be activated by negative mood states and/or the occurrence of stressors in
order to be assessed accurately (Beck, 1967; Persons & Miranda, 1992; Riskind &
Rholes, 1984; Teasdale, 1983). Therefore, studies that do not activate or prime cognitive
vulnerability factors before assessing them are likely to inadequately assess the true pro-
pensity of participants’ depressogenic thinking, and as a result, may be less likely to yield
results that are supportive of cognitive theories. Using various information-processing
tasks and paradigms drawn from basic cognitive psychological research , a large body of
research, using adult samples, has accumulated in recent years, providing support for this
priming hypothesis (e.g., Gotlib et al., 2004; Gotlib, Krasnoperova, Yue, & Joormann,
2004; Joormann & Gotlib, 2007; Johnson, Joormann, & Gotlib, 2007; for review see
Scher, Ingram, & Segal, 2005). In addition, prospective studies using adult samples
have demonstrated that primed assessments of cognitive vulnerability factors, such as
depressogenic inferential styles, predict increases in depressive symptoms following nega-
tive events above and beyond those predicted by unprimed assessments of such factors
(Abela & Brozina, 2004; Abela, Brozina, & Seligman, 2004). Far fewer studies have
examined the priming hypothesis in youth. Of those conducted, however, results have
been consistently supportive (e.g., Joormann, Talbot, & Gotlib, 2007; Taylor & Ingram,
1999; Timbremont & Braet, 2004a, 2004b).

To our knowledge, no prospective studies examining theories of cognitive vulnerabil-
ity to depression in youth have utilized priming procedures when assessing cognitive
vulnerability factors. Thus, we cannot be certain that youths’ true propensities for
depressogenic thinking in such studies were accurately assessed. Future research is likely
to benefit from incorporating priming techniques into its assessment procedures in order
to increase the accuracy of its assessments of cognitive vulnerability factors.

Specific Vulnerability

Several theories of vulnerability to depression have proposed that certain individuals pos-
sess cognitive vulnerability only in specific content domains. Consequently, such individ-
uals are vulnerable to developing depression only following the occurrence of domain-
congruent stressors. For example, as outlined earlier, the specific vulnerability hypotheses
of both Beck’s (1983) and Blatt and Zuroff’s (1992) theories of personality predisposi-
tions to depression posit that individuals possessing high levels of self-criticism/autonomy
are vulnerable to depression following negative achievement, but not interpersonal,
events, whereas individuals possessing high levels of dependency/sociotropy are vulnera-
ble to depression following negative interpersonal, but not achievement, events. Similarly,
the hopelessness theory posits that certain individuals possess depressogenic inferential
styles in only the achievement or interpersonal domains and thus are vulnerable only to
domain-congruent stressors (Abramson et al., 1995).

Research with adult samples has generally been supportive of the specific vulnerabil-
ity hypotheses of both theories of personality predispositions to depression (for reviews,
see Clark & Beck, 1999, and Zuroff et al., 2004) and the hopelessness theory (Abela,
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2002; Metalsky, Halberstadt, & Abramson, 1987; for exception see Abela & Seligman,
2000). Research with child and adolescent populations, however, has yielded more mixed
results, with some studies reporting specificity (Abela & Sakellaropoulo, & Taxel, 2007;
Abela & Taylor, 2003; Hammen & Goodman-Brown, 1990; Little & Garber, 2002,
2004), other studies reporting nonspecificity (Abela & Taylor, 2003, third graders), and
others reporting reverse specificity (Shahar & Priel, 2003).

Although not enough research has yet accumulated to allow us to determine the
mechanisms underlying such discrepant patterns of support, we outline possible explana-
tions that may prove beneficial for future exploration. One possible explanation is that
young children’s self-concepts may not yet be differentiated enough for them to exhibit
specific vulnerability (Abela & Taylor, 2003). In other words, in young children, interper-
sonal and achievement events may impinge on the same or similar self-aspects. As the
complexity of children’s self-concepts increases during middle childhood (e.g., Abela &
Véronneau-McArdle, 2002), youth may increasingly perceive different domains of their
lives (e.g., interpersonal and achievement events) as relevant to different self-aspects and
consequently begin to exhibit specific vulnerability. Consistent with this explanation,
research has demonstrated that whereas high levels of self-criticism predicts increases in
depressive symptoms following both negative achievement and negative interpersonal
events in third-grade schoolchildren, high levels of self-criticism predict increases in
depressive symptoms following negative achievement, but not interpersonal, events in
seventh-grade schoolchildren (Abela, Sakellaropoulo, & Taxel, 2007; Abela & Taylor,
2003).

A second possible explanation is that dependency/sociotropy and self-criticism/
autonomy are multidimensional constructs (Little & Garber, 2002), with some dimen-
sions being maladaptive and others being adaptive. Among the currently used measures
of these constructs, different measures may tap into different dimensions (e.g., adaptive
versus maladaptive). This could account for, in part, the differences between studies
obtaining greater support for theories of personality predispositions in youth in the
achievement (Abela, Sakellaropoulo, & Taxel, 2007; Abela & Taylor, 2003; Shahar &
Priel, 2003) versus the interpersonal domain (Little & Garber, 2002, 2004, 2005). Studies
supporting theories of personality predispositions in the achievement, but not interper-
sonal, domain may have used measures tapping into the maladaptive components of self-
criticism/autonomy, but the adaptive components of dependency/sociotropy, and vice
versa for the interpersonal domain. It is important to note that different dimensions of
these constructs may be adaptive or maladaptive at different developmental stages.

Finally, younger children may not perceive the world as divided into the same
domains as do adults. This could mean that the specific vulnerability hypotheses derived
from research with adult populations would not extend downward to youth. In line with
this possibility, whereas research with adult samples has typically found the Dysfunction-
al Attitudes Scale to break down into belief clusters (e.g., factors) centering on themes of
sociotropy and autonomy (Cane, Olinger, Gotlib, & Kuiper, 1986; Oliver & Baumgart,
1985; Rude & Burnham, 1993), research with youth has found the Children’s Dysfunc-
tional Attitudes Scale to break down into belief clusters centering on themes of self-
critical perfectionism and personal standards perfectionism (McWhinnie, Abela, &
Knauper, in press). Interestingly, items loading onto both factors contain both interper-
sonal and achievement themes. Similarly, in a study examining the factor structure of the
Hassles Scale for Children in a sample of third- through sixth-grade schoolchildren,
Abela, Brozina, and McWhinnie (2004) reported that hassles broke down into home-
related hassles and school-related hassles, rather than achievement and interpersonal has-
sles. Thus, it is possible that both personality predispositions to depression themselves
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and the negative events they interact with break down into different content domains in
youth than in adults. Consequently, a more developmentally sensitive approach to exam-
ining specific vulnerability may be needed.

It is important to note that such constructs may also break down differently as a
function of both developmental stage (e.g., childhood, early and late adolescence) and sex
(e.g., see Abela & Taylor, 2003; Little & Garber, 2000; Shahar & Priel, 2003). In their
elaborated cognitive vulnerability–transactional stress model of depression, Hankin and
Abramson (2001) posit that there may be age- and development-related changes in the
motivational strivings in individuals’ primary domain of cognitive vulnerability. For
example, preadolescent children’s vulnerabilities may center on themes of family cohesion
or academic success, whereas adolescent girls may focus on themes of physical appear-
ance/body image, and middle age adults may think more about potential declines in phys-
ical health.

FUTURE DIRECTIONS

As the discussion in this chapter has illustrated, there is now fairly convincing evidence
demonstrating that various cognitive vulnerability factors, interact with negative events
to predict increases in depressive symptoms in both children and adolescents. Although
more research is needed in order to understand the parameters of this cognitive
vulnerability–stress process in explaining the onset, maintenance, remission, and recur-
rence of depression in youth, it seems safe to conclude that cognitive factors, particularly
in interaction with negative events, play an important etiological role in the development
of youth depression. In this final section, we focus on potentially important future direc-
tions for research aimed at advancing knowledge about the role of cognition in the ontog-
eny of depression in youth.

First, there is an urgent need for enhanced research investigating the developmental
aspects of cognitive theories of vulnerability to depression. Such research may examine
many issues. For example, as outlined earlier, research is needed examining both the
emergence and consolidation of cognitive vulnerability factors. Prospective research is
also needed examining the developmental processes that contribute to the formation of
cognitive vulnerability factors. There must also be greater attention given to understand-
ing whether distinct cognitive models are needed to understand the development of
depression at different ages or whether a general cognitive theory, with slight modifica-
tions that take into account normative developmental changes, is applicable across the
lifespan. Some have suggested fairly distinct models of depression for children versus ado-
lescents and adults (e.g., Cole & Turner’s [1993] mediation-moderation model). At the
same time, some of the evidence reviewed in this chapter implies that potentially similar
cognitive factors and processes are relevant for predicting depressive symptoms in chil-
dren, adolescents, and adults. We believe that recent theoretical/conceptual, methodologi-
cal, and statistical advances in the field, as described in this chapter, can better enable
future research to evaluate this and related issues and to ascertain whether distinct cogni-
tive models are needed to understand depression at different ages or whether a universal
cognitive theory can successfully be applied to understanding the etiology of depression
across development.

Second, there is a need to integrate cognitive vulnerability factors with other theoret-
ically interesting and empirically supported vulnerability factors, especially neural,
genetic, social/interpersonal, and emotional influences. Some exciting theoretical work
integrating these previously disparate etiological factors has begun (e.g., Abramson
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et al., 2002; Davidson, 2004; Gotlib, Joormann, Minor, & Cooney, 2006; Hankin &
Abramson, 2001; Nelson, Leibenluft, McClure, & Pine, 2005), and some intriguing
empirical research has recently been initiated. For example, a recent neuroimaging study
combining information-processing tasks and affective stimuli found that depressed adults
revealed reduced activity in the frontotemporal and limbic areas in response to happy
words, as compared with controls, whereas for sad words they showed greater activation,
as compared with controls in the inferior parietal region but less activity in superior tem-
poral gyrus and cerebellum (Canli et al., 2004). There may be developmental differences
in the extent to which various neural areas are engaged in the processing of affective stim-
uli, socially relevant events, and thus how these neural circuits may instantiate some cog-
nitive vulnerability processes (e.g., memory or attention biases). Consistent with this pos-
sibility, adolescents have been found to exhibit greater neural activity in the anterior
cingulate for remembered angry faces and greater activity in the right temporal pole when
viewing remembered fearful faces, as compared with adults (Nelson et al., 2003; see also
Pine et al., 2001). Other research has connected emotionality and temperament with cog-
nitive vulnerabilities. In a 4-year longitudinal study, 3-year-old children’s low levels of
positive emotionality predicted various measures of cognitive vulnerability—specifically,
negative attributional style and depressogenic schema—when they were at age 7
(Hayden, Klein, Durbin, & Olino, 2006). This finding supports Hankin and Abramson’s
(2001) model, in which it was hypothesized that temperament, especially negative and
positive emotionality, distally predicts depression, in part, through stress generation pro-
cesses (Hammen, 1991) and the development of cognitive vulnerability factors. Consis-
tent with this hypothesis, results from a four-wave prospective study showed that adoles-
cents with low positive emotionality and those with high negative emotionality
experienced greater levels of depressive symptoms and encountered more negative events
over time (Hankin, 2006). Moreover, the interaction of cognitive vulnerability factors
with these negative events partially accounted for the association between negative emo-
tionality and later depression (Hankin, 2006). Cognitive and genetic influences on
depression can be integrated as well. Of particular interest, a recent behavioral genetic
study reported evidence that a negative attributional style is also moderately heritable
(Lau, Rijsdijk, & Eley, 2006), as predicted by Hankin and Abramson (2001). Other
research has used molecular genetic techniques to study functional genetic polymorph-
isms (e.g., the serotonin transporter, 5-HTT) and found that particular alleles (e.g., one or
two copies of the short allele form of 5-HTT), interacting with negative events, predict
depression (e.g., Caspi et al., 2003; Eley et al., 2004; see Moffitt, 2005, for a review).
These exciting results raise the hypothesis that cognitive vulnerability factors may operate
as an endophenotype (an intermediate trait; Gottesman & Gould, 2003) between latent
genetic risk for depression and the behavioral phenotype of depressive disorder. Longitu-
dinal research aimed at examining genetic risks in combination with cognitive vulnerabil-
ity factors and negative events could test this hypothesis, as well as the potential for a
genetic–cognitive integrated account of the development of depression. It would also be
informative and exciting to conduct neuroimaging studies with youth who are genotyped
while they are completing affective and information processing tasks aimed at assessing
cognitive vulnerability factors (see Pezawas et al., 2005, for an example). Such research
could begin to elucidate the interplay of genetic, neural, affective, and cognitive risks in
the ontogeny of depression in children and adolescents. In sum, we look forward to the
new advances in knowledge based on the potential for transdisciplinary research that
seeks to coherently integrate cognitive vulnerability factors with other depression risk
and vulnerability factors.
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Third, cognitive vulnerability theories should continue to be applied in the quest to
understand the “big facts” of depression, such as the dramatic rise in rates of depression
starting in middle adolescence, the emergence of the sex difference in depression starting
in early adolescence, and the strong continuity and recurrence of depression. For exam-
ple, Hankin and Abramson’s (2001) elaborated cognitive vulnerability–transactional
stress theory of depression contains particular hypotheses, based in part on cognitive fac-
tors and processes, that can be tested to better understand the emergence of the sex differ-
ence and the overall rise in depression. In addition, other researchers have begun to
examine how cognitive factors can help explain the course of depression: Negative life
events have been found to predict first onsets of depression, whereas cognitive vulnerabil-
ity factors, such as dysfunctional attitudes, are more strongly associated with recurrence
of depression in adolescents (Lewinsohn, Allen, Seeley, & Gotlib, 1999).

Fourth, the greater part of research that has been conducted to date with youth
examining cognitive theories of depression has assumed that negative events are indepen-
dent of preexisting diatheses as well as independent of baseline depression levels. The
diathesis–stress interaction has been overwhelmingly interpreted as a linear interaction:
Negative events interact with the diathesis and the disorder follows. This underlying
assumption of independence between the diathesis and environmental stressors has, for
the most part, remained unquestioned, with researchers implicitly assuming that there is a
random distribution of negative events across the population that determines who will
develop depression and who will remain symptom free. Equally, baseline levels of depres-
sion have been consistently viewed as confounds of tests of the etiological chain and have
therefore been tightly controlled for in selecting populations for study. Recent research,
however, initially with adults (Hammen, 1991) and more recently with youth (Little &
Garber, 2005; Rudolph et al., 2000; Shih, Abela, & Starrs, 2007), using semistructured
clinical interviews aimed at differentiating between dependent and independent negative
events, suggests that these assumptions may be incorrect and that stressful events are far
from independent of these elements at least for some subsets of individuals. For example,
using a sample of sixth-grade children of affectively ill parents, Little and Garber (2005)
reported that neediness and connectedness predicted increases in depressive symptoms
over a 1-year follow-up interval through the mediating role of dependent interpersonal
negative events, but not dependent noninterpersonal negative events or independent neg-
ative events. Similarly, using a sample of 6- to 14-year-olds of affectively ill parents, Shih
and colleagues reported that a depressogenic attributional style, self-criticism, and rumi-
nation all prospectively predicted the occurrence of dependent, but not independent, neg-
ative events over a 1-year follow-up interval even after controlling for initial levels of
both parent and child depressive symptoms. Such findings suggest that youth who possess
cognitive vulnerability factors may be in a double bind. In other words, not only do they
possess cognitive factors that make them more likely than other youth to develop depres-
sive symptoms following the occurrence of stressors, but they also play a role in creating
the stressors that interact with their vulnerabilities. Future research is likely to benefit
from examining cognitive diathesis–stress theories from a transactional perspective (see,
e.g., Hankin & Abramson, 2001) in order to better understand both the cognitive and
interpersonal processes underlying the onset of depression in youth. Such research is also
likely to benefit from examining the impact of age and sex on such processes, given that
preliminary research in this area has uncovered both age and sex differences (Rudolph et
al., 2000; Rudolph & Hammen, 1999; Shih et al., 2007).

Finally, the comorbidity of depression with other emotional and behavioral prob-
lems and disorders is a well-known fact of psychopathology (e.g., Angold, Costello, &
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Erkanli, 1999). Consequently, cognitive vulnerability factors need to be examined as
depression-specific or disorder-general factors. Surprisingly little research has examined
whether cognitive vulnerability factors, such as those discussed in this chapter, either
alone or in interaction with negative events, specifically predict the development of
depressive symptoms. Providing preliminary support for the specificity of such factors,
Hankin and Abramson (2002) found that depressogenic inferential styles predicted
depressive symptoms, but not externalizing problems, in a sample of adolescents. Simi-
larly, in a four-wave longitudinal study of adolescents, Hankin, Lakdawalla, et al. (2004)
found that both depressogenic inferential styles and dysfunctional attitudes interacted
with negative events to predict trajectories of depressive symptoms more strongly than
anxiety symptoms but not externalizing problems. Several other past studies have also
found that the cognitive vulnerability factors discussed in this chapter are more specifi-
cally associated with depression than with other comorbid problems (e.g., Gladstone,
Kaslow, Seeley, & Lewinsohn, 1997; Lewinsohn, Zinbarg, Seeley, Lewinsohn, & Sack,
1997; Robinson et al., 1995; Quiggle, Garber, Panak, & Dodge, 1992; Weiss, Susser, &
Catron, 1998). Moreover, evidence has accumulated suggesting a sequential unfolding of
comorbid patterns with depression such that anxiety typically precedes depression and
earlier externalizing behaviors tend to predict later depressive symptoms (see Hankin &
Abela, 2005, for a review). How do cognitive factors help to explain this typical de-
velopmental sequence of comorbidity between depression and other internalizing and
externalizing problems? For example, the cognitive content specificity hypothesis sug-
gests that depression is associated with negative cognitions involving loss and past fail-
ures, whereas anxiety is associated with cognitions involving harm and threat, and anger
is associated with thoughts of unfairness. Do children with anxiety problems and
thoughts centered on harm and threat become depressed adolescents with negative
cognitions concerning loss and failure (cf. the helplessness–hopelessness model; Alloy,
Kelly, Mineka, & Clements, 1990)? Solid theory and evidence seeking to understand the
developmental unfolding of comorbidity patterns over time from a cognitive perspective
are lacking, but they hold promise for enhancing etiological models and potentially iden-
tifying at-risk youth who may benefit from early prevention efforts.

In conclusion, the surge of interest in recent years in examining cognitive models of
vulnerability to depression in children and adolescents has led to the accumulation of a
substantial body of literature supporting the applicability of such theories to youth. At
the same time, research has only just begun to examine many questions crucial to under-
standing the impact of development on the cognitive theories. For example, there remains
much to be discovered about the processes through which cognitive vulnerability factors
develop, how the latent structure and organization of cognitive vulnerability factors
change as a function of development, and how cognitive diathesis–stress theories can
provide insight into changes in the epidemiology of depression over the course of
development—particularly with respect to the transition from early to late adolescence.
The questions raised in this chapter and the theoretical and methodological innovations
discussed are intended to serve as guides for theorists and researchers interested in
expanding this important area of research. As literature examining these and other
related questions accumulates, a stronger developmental psychopathology perspective on
the etiology, maintenance, and recurrence of depression will emerge. Such an increased
understanding from a developmental perspective will ultimately contribute to the most
important goal of our field—the development of empirically supported treatment
approaches for use with children and adolescents suffering from depression, as well as the
creation of effective depression prevention programs for those at risk.
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4 A Developmental Perspective
on Interpersonal Theories
of Youth Depression

Karen D. Rudolph, Megan Flynn, and Jamie L. Abaied

Youth depression is, in many ways, a disorder that occurs within an inter-
personal context. Depressed youth experience significant disruptions in many aspects of
their relationships. They view themselves and are viewed by others as having considerable
impairment in their social skills. They often encounter rejection and conflict in their rela-
tionships. Consequently, most contemporary theories of depression incorporate the role
of interpersonal factors. In this chapter we present a model that delineates the interper-
sonal antecedents, correlates, and consequences of youth depression (see Figure 4.1).
According to this model, early family disruption (e.g., insecure parent–child attachment,
parental depression) interferes with the development of adaptive interpersonal behaviors
and fosters maladaptive interpersonal behaviors. These social-behavioral deficits cause
youth to generate disturbances in their relationships, which heighten risk for subsequent
depression. Depressive symptoms further undermine interpersonal functioning, leading to
the perpetuation or exacerbation of depression and risk for recurrence.

The model also incorporates a number of factors that may moderate the extent to
which social-behavioral deficits and relationship disturbances heighten risk for depres-
sion, as well as the extent to which depression interferes with interpersonal functioning
(see Figure 4.1). Possible moderating variables to be discussed include (1) personality
characteristics and social-cognitive style (e.g., interpersonal dependency or sociotropy,
need for approval, attributional style); (2) gender and gender-linked characteristics of
youth (e.g., interpersonal orientation, social goals), which are hypothesized to create
greater sensitivity to interpersonal problems in girls than in boys; and (3) normative
developmental transitions (e.g., physical, psychological, and social changes associated
with the transition to adolescence).
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INTERPERSONAL THEORIES OF DEPRESSION:
TAKING A DEVELOPMENTAL PERSPECTIVE

Interpersonal theories of depression propose that characteristics and behaviors of
depressed and depression-prone individuals disrupt social relationships by evoking nega-
tive responses from others (Coyne, 1976; Gotlib & Hammen, 1992; Joiner, 2002; Joiner,
Coyne, & Blalock, 1999) and generating interpersonal stress and conflict (Hammen,
1992; Rudolph et al., 2000). It is theorized that depressed individuals induce negative
affect in those with whom they interact, which causes people to avoid or reject them. Fur-
ther, according to the theory, a “depressive social process” (Coyne, 1976, p.187) emerges
within social networks in which depressed individuals cannot be avoided. Specifically,
depressed individuals deny the encouragement and reassurance initially provided by oth-
ers, thereby maintaining their depression and the negative impact they have on those
around them. As depressed individuals observe inconsistencies between others’ reassur-
ance and behavior, they increase their expression of symptoms, thereby eliciting further
negative affect and creating interpersonal difficulties. Interpersonal difficulties serve to
perpetuate or exacerbate symptoms and promote the future recurrence of depression.
This cycle may be particularly problematic for youth, who have less flexibility in their
social environments and interact regularly with the same people (e.g., families, school-
mates).

Traditional interpersonal theories of depression provide a useful foundation on
which to build an interpersonal model of youth depression. However, these theories origi-
nated in efforts to understand adult depression and therefore neglect to consider the
developmental context of interpersonal dysfunction and depression. Efforts to under-
stand the interpersonal antecedents and consequences of depression in youth would
therefore benefit from the application of a developmental psychopathology perspective
on disorders. This perspective emphasizes the intersection between normative and atypi-
cal development and the continuous unfolding of transactions between youth and their
environments over time (Cicchetti, 1993; Lewis, 1990). The model presented in this chap-
ter integrates these developmental emphases in several ways. First, the model proposes
that normative intrapersonal and social changes associated with the transition to adoles-
cence enhance interpersonal vulnerability and intensify the link between interpersonal
dysfunction and depression. Second, the model proposes that disruptions in early family
experiences associated with insecure attachment and parental depression undermine the
normative development of interpersonal competencies, contributing to interpersonal vul-
nerability to depression (i.e., social-behavioral deficits and relationship disturbances).
Third, the model proposes that early-onset symptoms interrupt normative developmental
trajectories, resulting in long-term adverse interpersonal consequences of depression.
More broadly, the model highlights how depressed youth both react and contribute to
disturbances in their relationships.

SOCIAL-BEHAVIORAL DEFICITS OF DEPRESSED YOUTH

Research consistently reveals that depressed youth display social-behavioral deficits
across a range of interpersonal contexts, including peer, romantic, and family relation-
ships. Depressed youth describe themselves as less socially competent (e.g., less able to
resolve conflict or to provide effective emotional support to peers, less able to make
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friends) than do their nondepressed peers (Hammen, Shih, & Brennan, 2004; Rudolph &
Clark, 2001; Rudolph, Hammen, & Burge, 1997). Consistent with early interpersonal
models of depression (Coyne, 1976), depressed youth report that they engage in excessive
reassurance seeking (i.e., repeatedly seeking assurance about their self-worth) with close
relationship partners (Prinstein, Borelli, Cheah, Simon, & Aikins, 2005; for a review, see
Joiner, Metalsky, Katz, & Beach, 1999).

Depressed youth also demonstrate ineffective interpersonal problem-solving skills
and maladaptive responses to interpersonal stress. For example, when asked how they
typically respond or how they would respond to social dilemmas, depressed youth
endorse fewer sociable and assertive responses and more hostile responses than do
nondepressed youth (Quiggle, Garber, Panak, & Dodge, 1992; Rudolph, Hammen, &
Burge, 1994). In the context of interpersonal stressors (e.g., problems with friends or
family), depressed youth report that they engage in lower levels of active, problem-
focused, and engagement coping (e.g., problem solving, positive thinking; Connor-
Smith, Compas, Wadsworth, Thomsen, & Saltzman, 2000) and higher levels of disen-
gagement coping (e.g., avoidance, denial; Steele, Forehand, & Armistead, 1997) and
involuntary responses to stress (e.g., rumination, emotional arousal, inaction; Jaser et
al., 2005).

Although the self-perceptions of depressed youth may, in part, reflect negatively
biased estimates of their interpersonal competence (Brendgen, Vitaro, Turgeon, & Poulin,
2002; McGrath & Repetti, 2002; Rudolph & Clark, 2001), reports by significant others
(e.g., parents, teachers, peers) and direct observations of depressed youth in both natural
and laboratory settings corroborate the presence of social-behavioral deficits. According
to teachers, depressed youth demonstrate lower levels of prosocial behavior and higher
levels of aggression and withdrawal than do nondepressed youth (Bell-Dolan, Reaven, &
Peterson, 1993; Rudolph & Clark, 2001). Observations of depressed youth interacting
on the playground reveal similar interpersonal profiles; depressed youth are more likely
than nondepressed youth to play alone and to engage in aggressive and aversive behav-
iors when interacting with peers (Altmann & Gotlib, 1988). Supporting depressed
youths’ own reports of deficits in interpersonal problem solving and maladaptive
responses to interpersonal stress, observations of dyadic interactions reveal that de-
pressed youth show poorer conflict negotiation skills and heightened emotion dysregula-
tion when faced with a social challenge (Rudolph et al., 1994). Consistent with these
observations, teachers describe depressed youth as more helpless (e.g., showing a lack of
initiative and persistence) in challenging social situations than nondepressed youth
(Nolen-Hoeksema, Girgus, & Seligman, 1992; Rudolph, Kurlakowsky, & Conley, 2001).
In romantic relationships, both depressed adolescent women and their partners perceive
these women as less interpersonally competent than do their nondepressed counterparts
(Daley & Hammen, 2002).

Observations of depressed youth during family interactions also find a range of mal-
adaptive interpersonal behaviors. For example, when interacting with parents, depressed
youth are more likely than nondepressed youth to show ineffective problem solving, less
behavior that facilitates the ongoing exchange (e.g., affirmations, positive affect directed
toward others; Sheeber & Sorensen, 1998), more solitary behavior, and fewer positive
reactions to others, suggesting an overall deficit in positive interpersonal behavior with
parents (Messer & Gross, 1995). Depressed youth also show less autonomous assertion
than nondepressed youth during parent–child interactions (Kobak & Ferenz-Gillies,
1995).

82 ETIOLOGY OF DEPRESSION



RELATIONSHIP DISTURBANCES IN DEPRESSED YOUTH

Given the range of social-behavioral deficits manifested by depressed youth, it is not sur-
prising that their relationships are compromised. With regard to peer relationships,
depression is linked to self-, parent, teacher, and peer reports of poor sociometric status
(i.e., low popularity, high rejection and isolation) and exposure to peer victimization
(Cole, 1990; Crick & Grotpeter, 1996; Nolan, Flynn, & Garber, 2003; Rudolph &
Clark, 2001; Rudolph et al., 1994). Observations of depressed youth confirm that they
encounter negative reactions from peers. For example, observers report that peers show
more negative responses to depressed than nondepressed youth during structured dyadic
interactions; moreover, the interaction partners of depressed youth evaluate them more
negatively than the partners of nondepressed youth (Baker, Milich, & Manolis, 1996;
Connolly, Geller, Marton, & Kutcher, 1992; Rudolph et al., 1994).

Significantly less research examines the close friendships of depressed youth. How-
ever, it has been suggested that interpersonal negativity may be intensified during interac-
tions between depressed individuals and intimate partners, as compared with their inter-
actions in the general peer group (Joiner, 2002). Indeed, self-reports and interviews with
depressed youth and their parents suggest that depression is concurrently associated with
less stable friendships and poorer friendship quality (e.g., lower levels of validation, inti-
macy, and conflict resolution; higher levels of conflict, hostility, and perceived criticism;
Borelli & Prinstein, 2006; Goodyer, Wright, & Altham, 1990; La Greca & Harrison,
2005; Prinstein et al., 2005; Puig-Antich et al. 1993; Windle, 1994). Interestingly, less
consistent findings emerge when friend reports of friendship quality are used. For exam-
ple, one study revealed no differences in the friend-reported friendship quality of
depressed and nondepressed youth (Brendgen et al., 2002). In another study, the friends
of depressed female adolescents reported that they provided more emotional support in
their friendships than did the friends of nondepressed adolescents (Daley & Hammen,
2002). The discrepancy between youth and friend reports of friendship quality may be
due to several factors, including a negative perceptual bias in depressed youth or an
inability for depressed youth to accept initial offers of support, perhaps leading to with-
drawal of support and dissolution of the friendship over time. Research also links depres-
sion with problematic romantic relationships. For example, adolescents with higher levels
of depressive symptoms report more negative qualities (e.g., conflict, criticism, and exclu-
sion) in their romantic relationships (La Greca & Harrison, 2005). According to both
adolescent women with depressive symptoms and their romantic partners, these women
receive less emotional support from their partners than do nondepressed women (Daley
& Hammen, 2002).

A considerable data base also reveals significant disturbance in the family relation-
ships of depressed youth. Research based on youth perceptions consistently links depres-
sion with several types of dysfunction, including decreased intimacy and satisfaction in
parent–child relationships (Herman-Stahl & Petersen, 1999), lower levels of parental
acceptance and higher levels of parental psychological control (Garber, Robinson, &
Valentiner, 1997; Rudolph et al., 1997), and higher levels of maternal criticism (Frye &
Garber, 2005). Depressed youth also describe their families as less cohesive and adapt-
able, less open to emotional expressiveness, more hostile and rejecting, more conflictual
and disorganized, and less likely to engage in pleasant activities (Hops, Lewinsohn,
Andrews, & Roberts, 1990; Sheeber & Sorensen, 1998). Once again, other sources of
information confirm that self-reports of family relationship difficulties are, at least in
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part, accurate appraisals of reality. For example, parents of depressed youth describe
more impairment (e.g., less warmth and more hostility) in the mother–child relationship
relative to the parents of nondepressed youth (Puig-Antich et al., 1993). Moreover,
research on expressed emotion reveals higher levels of criticism and emotional over-
involvement in the parents’ descriptions about depressed children than about non-
depressed children (Asarnow, Tompson, Woo, & Cantwell, 2001; Goodman, Adamson,
Riniti, & Cole, 1994).

Observations of family interactions provide similar evidence of disruption in parent–
child relationships. For instance, the mothers of depressed youth are more dominant in
parent–child interactions (Kobak, Sudler, & Gamble, 1991) and show less support, vali-
dation, and positive behavior (e.g., smiling, approving) toward their children (Messer &
Gross, 1995; Sheeber & Sorensen, 1998) than the mothers of nondepressed children. In
family-wide interactions, mothers of depressed youth direct more negative attention
toward their children than do the mothers of nondepressed youth (Dadds, Sanders, Mor-
rison, & Rebgetz, 1992). Although depressed youth report higher levels of family con-
flict, observations of parent–child interactions do not always reveal overtly hostile or
conflictual behavior (Sheeber & Sorensen, 1998).

Consistent with research examining specific types of impairment in close relation-
ships, life stress research paints a general picture of interpersonal disruption and conflict
in the lives of depressed youth. For example, extensive interviews of depressed youth and
their parents reveal that these youth experience heightened chronic strain (e.g., more iso-
lation and negativity, less reciprocity) and acute life stress (e.g., arguments, termination of
relationships) in their peer, romantic, and family relationships (Daley & Hammen, 2002;
Rudolph et al., 2000).

It is likely that the social-behavioral deficits of depressed youth explain, in part, their
involvement in negative and stressful relationships. However, other processes (e.g., peer
group selection and peer group influence) may also increase the likelihood that depressed
youth experience relationship disturbances. For example, depressed youth may have
more limited options for friends owing to their inadequate social skills, or may be
attracted to peers or romantic partners with depression or other types of disorders owing
to homophily effects (Hogue & Steinberg, 1995) or assortative mating. Indeed, female
adolescents with depressive symptoms tend to pair themselves with romantic partners
who have heightened levels of personality disorder symptoms (Daley & Hammen, 2002).
As a result, depressed youth may become friends or romantic partners with socially
unskilled peers, resulting in poorer quality relationships. Peer group selection effects also
may result from depressed youths’ tendency to engage in negative feedback seeking. Spe-
cifically, research demonstrates that depressed youth are more likely than nondepressed
youth to seek out and prefer negative evaluations from peers (Cassidy, Aikins, &
Chernoff, 2003; Joiner, Katz, & Lew, 1997). Finally, relationship disturbances may arise
from the “contagion” effects of depressive symptoms and associated deficits, resulting in
the spread of impairment among friends (Hogue & Steinberg, 1995; Stevens & Prinstein,
2005). This contagion effect may cause the deterioration of relationships over time.

TRANSACTIONS BETWEEN INTERPERSONAL DYSFUNCTION
AND DEPRESSION

Despite ample evidence that depressed youth show social-behavioral deficits and distur-
bances in their relationships, much of the research to date involves concurrent designs
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that fail to examine the transactional aspect of interpersonal models. Moreover, little the-
oretical elaboration has been provided concerning the processes that account for the
reciprocal linkages between interpersonal dysfunction and depression. In the following
sections, we propose several explanations for why interpersonal dysfunction may serve as
a risk factor for depression, and why depression may contribute to declines in interper-
sonal functioning. We also present supportive empirical evidence for this bidirectional
partnership.

Interpersonal Dysfunction as a Risk Factor for Depression

There are several pathways through which interpersonal dysfunction (i.e., social-behavioral
deficits and relationship disturbances) may influence the onset, persistence, or recurrence
of depression. First, interpersonal dysfunction may contribute to maladaptive social-
cognitive processes and negative self-evaluation. For example, according to Cole’s
competence-based model of depression (Cole, Martin, & Powers, 1997; Cole, Martin,
Powers, & Truglio, 1996), children internalize negative competence-related feedback
from significant others in the form of negative self-perceptions, which heighten the risk
for future depression. Youth who consistently experience interpersonal dysfunction, as
reflected in their own social-behavioral deficits or disturbances in their relationships, may
develop negative beliefs about their own competence and worth in relationships (e.g.,
Caldwell, Rudolph, Troop-Gordon, & Kim, 2004; Egan & Perry, 1998), may internalize
blame for these difficulties (Graham & Juvonen, 1998), and may feel helpless about their
ability to improve their relationships (Rudolph et al., 2001). These negative self-views
and perceived loss of control over their social worlds may then precipitate negative affect,
feelings of worthlessness or hopelessness, and other symptoms of depression (Abramson
et al., 2002). Second, chronic interpersonal dysfunction may interfere with the develop-
ment of effective self-regulation abilities. Youth exposed to significant relationship distur-
bances may lack adequate opportunities to learn adaptive ways of managing their
emotions or may become sensitized to challenging social situations. Difficulties with self-
regulation may increase the likelihood that youth become overwhelmed by negative emo-
tions, thereby heightening their risk for depression (Garber, Braafladt, & Zeman, 1991).
Third, exposure to interpersonal dysfunction may disrupt the biological systems underly-
ing stress responses (Suomi, 1991). This sensitivity of the stress–response system may
then heighten reactivity to future problems in relationships, creating a risk for depression.
Finally, interpersonal dysfunction may diminish the positive reinforcement and support
that youth typically receive from their relationship partners (Joiner, 2002), thereby pre-
cipitating or maintaining depression (Lewinsohn, 1974).

Some prospective longitudinal research supports the idea that interpersonal dysfunc-
tion serves as a risk factor for depression. Social-behavioral deficits, such as excessive
reassurance seeking, social withdrawal, and negative feedback seeking, predict subse-
quent depression in youth (Boivin, Hymel, & Bukowski, 1995; Borelli & Prinstein, 2006;
Prinstein et al., 2005). Research also links relationship disturbances, such as peer rejec-
tion (Nolan et al., 2003; Panak & Garber, 1992) and termination of romantic relation-
ships (Monroe, Rohde, Seeley, & Lewinsohn, 1999), with subsequent depression. Simi-
larly, disturbances in family relationships contribute to youth depression over time. For
instance, youths’ perceptions of diminished parental (Lewinsohn et al., 1994; Stice,
Ragan, & Randall, 2004) and family-wide (Davies & Windle, 1997) support and inti-
macy, and multi-informant reports (self, parent, observations) of less supportive and
more conflictual parent–child relationships (Sheeber, Hops, Alpert, Davis, & Andrews,
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1997), predict future depressive symptoms. More broadly, research from a life stress per-
spective reveals that youth exposed to stressful events within their relationships experi-
ence more depression over time (Hankin, Mermelstein, & Roesch, 2007).

Interpersonal Dysfunction as a Consequence of Depression

Despite the transactional emphasis of interpersonal models of depression (Coyne, 1976;
Joiner, 2002) and more general developmental psychopathology models of depression
(Cicchetti & Toth, 1998; Hammen, 1992; Hankin & Abramson, 2001; Rudolph,
Hammen, & Daley, 2006), most of the research in this area focuses on the interpersonal
antecedents of depression. Far less is known about the interpersonal consequences of
depression. Especially lacking is prospective longitudinal research examining how depres-
sion influences subsequent interpersonal functioning. Depressive symptoms and associ-
ated impairment may have both short-term and long-term adverse interpersonal conse-
quences. Specific symptoms and features of depressed youth may interfere with the
expression of competent interpersonal behavior and promote maladaptive interpersonal
behavior, thereby resulting in proximal relationship disturbances. Moreover, depression
may leave an interpersonal “scar” (Rohde, Lewinsohn, & Seeley, 1990) that lasts well
beyond the acute episode, interfering with the development of subsequent interpersonal
competencies and causing long-term disturbances in relationships.

Short-Term Social-Behavioral Deficits and Relationship Disturbances

In the short term, specific symptoms and associated characteristics of depressed youth
may undermine their ability to function adaptively in social situations and may compro-
mise their relationships. For example, depressive symptoms and behaviors such as
fatigue, lack of motivation, social withdrawal, and anhedonia may cause depressed youth
to disengage from their social environments, leading to isolation from peers, poor quality
friendships and romantic relationships, or alienation from family members. Moreover,
irritability and difficulties with emotion regulation in depressed youth may foster aversive
social interactions, thus eliciting peer rejection or creating conflict within the family.
Symptoms of depression such as self-doubt and feelings of worthlessness may lead youth
to engage in excessive efforts to seek reassurance from significant others; if these efforts
fail to pacify the depressed youth, significant others may eventually react with annoyance
and anger or may withdraw from the youth, which can lead to stress in relationships
(Joiner, Metalsky, et al., 1999; Potthoff, Holahan, & Joiner, 1995). Depressive symptoms
also lead to a negative focus on the self (Cole, Martin, Peeke, Seroczynski, & Hoffman,
1998; Pomerantz & Rudolph, 2003) and a tendency to engage in more negative state-
ments during conversations with friends (Segrin & Flora, 1998). Excessive negative self-
focus may make interactions with depressed youth unpleasant and frustrating and may
therefore alienate relationship partners.

Research supports the idea that specific behaviors of depressed youth interfere with
the expression of adaptive interpersonal competencies. For example, one study revealed
that depressed inpatient youth engage in less social activity and show less affect-related
expression than do nondepressed youth (Kazdin, Esveldt-Dawson, Sherick, & Colbus,
1985). Moreover, observations of depressed youth during structured laboratory interac-
tions reveal that they show heightened emotion dysregulation and evoke negative
responses from their partners even when interacting with unfamiliar peers (Connolly et
al., 1992; Rudolph et al., 1994), suggesting that depressive symptoms and behaviors
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interfere with interpersonal interactions during the formation of new relationships. Con-
sistent with these observations, interviews with depressed youth and their parents suggest
that these youth experience more self-generated interpersonal stress, or stress to which
they contribute, than do nondepressed youth (Rudolph et al., 2000). Thus, depressed
youth, in part, seem to create aversive interpersonal encounters and relationship distur-
bances.

Long-Term Social-Behavioral Deficits and Relationship Disturbances

Traditional interpersonal models of depression focus in large part on the proximal social-
behavioral deficits and relationship disturbances created by depressive symptoms. How-
ever, equally important are the potential long-term interpersonal consequences of depres-
sion. Early-onset depressive symptoms may interfere with the achievement of key devel-
opmental tasks within relationships; thus, youth with a history of depression may fail to
acquire the critical skills necessary to develop and maintain high-quality relationships.

Despite the importance of understanding the long-term interpersonal impact of
depression, little is known about how depression influences subsequent relationship well-
being. Some prospective longitudinal research does support the idea that depression con-
tributes to social-behavioral deficits and relationship disturbances over relatively short
periods. For instance, depressive symptoms in youth predict heightened social helpless-
ness (Nolen-Hoeksema et al., 1992), negative feedback seeking (Borelli & Prinstein,
2006), peer rejection (Little & Garber, 1995), instability of friendships (Prinstein et al.,
2005), poorer self-reported (but not friend-reported) friendship quality (Prinstein et al.,
2005), and the generation of romantic relationship stress (Hankin et al., 2007) over the
course of 3 months to 12 months, although some research does not support links between
depression and subsequent social difficulties (e.g., Brendgen et al., 2002; Cole et al.,
1996). Little research examines the longer-term interpersonal consequences of depres-
sion, although one study revealed that depression predicts declines in perceived peer sup-
port in girls over the course of 2 years (Stice et al., 2004). More broadly, adoles-
cent depression predicts considerable psychosocial maladjustment associated with the
transition to adulthood, including disturbances in romantic relationships (e.g., Gotlib,
Lewinsohn, & Seeley, 1998; Rao, Hammen, & Daley, 1999). Several studies suggest that
depressive symptoms do not predict long-term declines in family relationships (Hankin et
al., 2007; Rao et al., 1999; Sheeber et al., 1997; Stice et al., 2004).

DEVELOPMENTAL ORIGINS OF INTERPERSONAL VULNERABILITY:
HOW DOES EARLY FAMILY DISRUPTION CONTRIBUTE
TO SOCIAL-BEHAVIORAL DEFICITS AND RELATIONSHIP DISTURBANCES?

Collectively, the aforementioned findings illustrate the importance of interpersonal mod-
els that emphasize the ongoing transactions between depressed youth and their interper-
sonal environments over time. However, interpersonal theories of depression and the sup-
portive empirical evidence provide little insight into how the social-behavioral deficits
and relationship disturbances characteristic of depression-prone youth develop. Creating
a comprehensive, developmentally sensitive interpersonal model of depression requires a
consideration of how individual differences in interpersonal vulnerability (i.e., social-
behavioral deficits and relationship disturbances) emerge. In particular, we consider the
role of early family disruption (see Figure 4.1). Although a variety of forms of early fam-
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ily disruption (e.g., parental psychopathology, maltreatment, maladaptive parent social-
ization) likely contribute to the development of interpersonal vulnerability to depression,
we focus for two reasons on insecure parent–child attachment and parental depression.
First, other types of interpersonal adversity are highlighted in another chapter in this
book (see Harkness & Lumley, Chapter 19, this volume). Second, considerable theory
and research implicate insecure parent–child attachment and parental depression as early
precursors of youth depression—we suggest that interpersonal vulnerability serves as a
key explanatory mechanism underlying this link.

Attachment and Interpersonal Vulnerability

Attachment theory (Bowlby, 1969) emphasizes the role of early interactions with care-
givers (e.g., responsiveness, emotional support) in the emergence of relatively stable
attachment orientations and internal working models of the self (as worthy or unworthy
of love and nurturance) and others (as responsive and trustworthy or unresponsive and
untrustworthy) (Ainsworth, Blehar, Waters, & Wall, 1978; Main, Kaplan, & Cassidy,
1985). These internal working models are believed to influence youths’ developing inter-
personal competencies and relationships. Youth who form insecure attachments are pre-
sumed to develop maladaptive conceptions of self and others in relationships and accom-
panying interpersonal dysfunction. Although insecure attachment may be viewed as a
type of relationship disturbance, and thus a proximal antecedent of depression, we con-
ceptualize insecure attachment as a distal developmental foundation for relationships that
is translated into more proximal forms of interpersonal vulnerability later in life.

Consistent with this conceptualization, youth with insecure attachment show spe-
cific social-behavioral deficits and relationship disturbances that are linked to depression.
With regard to social-behavioral deficits, an insecure attachment orientation interferes
with the development of socially competent behavior and effective emotion regulation.
Insecurely attached youth show a tendency to seek less positive feedback than securely
attached youth (Cassidy, Ziv, Mehta, & Feeney, 2003). Insecurely attached adolescents
report lower levels of interpersonal competence with peers, including less assertiveness
(Kobak & Sceery, 1988) and more submissiveness (Irons & Gilbert, 2005) in social situa-
tions, although observations suggest that insecurely attached preschoolers display height-
ened aggression against peers (Troy & Sroufe, 1987). Insecurely attached infants engage
in more self-directed (e.g., self-soothing, distraction) than parent-directed emotion regu-
lation strategies when experiencing distress (Diener, Mangelsdorf, McHale, & Frosch,
2002). Moreover, insecurely attached infants demonstrate increasing levels of nega-
tive emotionality into toddlerhood (Kochanska, 2001). During adolescence, insecurely
attached youth report that they engage in less support seeking (Shirk, Gudmundsen, &
Burwell, 2005) and more maladaptive avoidant responses to stress (Howard & Medway,
2004). Moreover, peers describe insecurely attached adolescents as less ego-resilient than
securely attached adolescents (Kobak & Sceery, 1988). Insecurely attached youth also
show a variety of relationship disturbances that are linked to depression. For example,
these youth are more likely than secure youth to be targets of peer victimization (Troy
& Sroufe, 1987) and to develop lower-quality friendships (Lieberman, Doyle, &
Markiewicz, 1999; Youngblade & Belsky, 1992).

In sum, research supports the idea that a history of insecure caregiver–child attach-
ment predicts the emergence of social-behavioral deficits and relationship disturbances
that heighten vulnerability to depression. Insecurely attached youth have difficulty form-
ing and maintaining adaptive relationships, perhaps because of their negative emotional-
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ity, maladaptive responses to interpersonal stress, and tendency to seek out negative feed-
back from others. Thus, these youth may create aversive social environments over time,
which then reinforce maladaptive internal working models of the self and others and
heighten their risk for depression.

Parental Depression and Interpersonal Vulnerability

Another key risk factor for youth depression is a child’s being raised by a depressed par-
ent (for a review, see Goodman & Gotlib, 1999; see also Goodman & Tully, Chapter 17,
this volume). Heightened risk for depression in the offspring of depressed parents is likely
mediated in part by social-behavioral deficits and relationship disturbances. Depressed
mothers are more hostile and critical, more withdrawn, and less positive with their chil-
dren than are nondepressed mothers (Lovejoy, Graczyk, O’Hare, & Neuman, 2000). In
their review, Goodman and Gotlib (1999) propose that because depressed mothers are
preoccupied with negative cognitions, affect, and behavior, and their parent–child inter-
actions are marked by discord, depressed mothers prove to be poor social partners for
their children, often leaving their offspring with their socioemotional needs unmet. This
lack of social support, in combination with high levels of stress in the families of
depressed mothers, prevent youth from developing adequate social skills (Goodman &
Gotlib, 1999), potentially leading to social-behavioral deficits that heighten their risk for
depression. Maternal depression also is linked to dysfunctional socialization of coping
(Abaied & Rudolph, 2007) and to atypical development of neural circuits guiding emo-
tion regulation and expression (Dawson et al., 2003). Both psychological and physiologi-
cal processes may therefore underlie the development of emotion regulation deficits and
maladaptive responses to stress that create a vulnerability to depression. Beyond depres-
sive symptoms, heightened interpersonal stress experienced by depressed mothers has
adverse effects on parenting quality, which in turn predicts relationship disturbances in
youth (e.g., low peer acceptance, poorer-quality friendships, and the generation of inter-
personal stress; Hammen et al., 2004).

In sum, parental depression contributes to youths’ interpersonal vulnerability to
depression by compromising their acquisition of social competencies and effective emo-
tion regulation strategies. These social-behavioral deficits may heighten both the genera-
tion of, and reactivity to, relationship disturbances in the offspring of depressed parents.
It also is possible that depressed parents contribute a genetic liability to interpersonal vul-
nerability through the transmission of personality characteristics that foster interpersonal
dysfunction, a possibility that awaits further exploration.

VULNERABILITY–STRESS PERSPECTIVES IN AN INTERPERSONAL CONTEXT

Consistent with vulnerability–stress perspectives on youth depression (Hankin & Abela,
2005), youth may differ in the extent to which interpersonal dysfunction heightens their
risk for depression or in the extent to which depression undermines interpersonal func-
tioning. Consideration of vulnerability–stress perspectives therefore highlights the inter-
face between interpersonal models and other perspectives on youth depression. Here we
briefly discuss three possible moderators of the link between interpersonal dysfunction
and depression: (1) personality and social-cognitive style; (2) gender and gender-linked
processes, and (3) developmental transitions, particularly the transition to adolescence.
Most of the research in this area focuses on moderation of the association between rela-

Interpersonal Theories of Depression 89



tionship disturbances and depression. However, it also is feasible that these moderators
influence the association between social-behavioral deficits and depression (see Figure
4.1).

Personality and Social-Cognitive Style

Vulnerability–stress models propose a number of personality and social-cognitive charac-
teristics that intensify depressive responses to stress (Hankin & Abela, 2005). Although
much of the work in this area does not focus specifically on interpersonal dysfunction,
some theory and research distinguishes between interpersonal and noninterpersonal types
of vulnerability and stress. Psychodynamic and cognitive vulnerability–stress models of
depression similarly propose that a personality style characterized by a tendency to base
one’s self-worth on success or approval in relationships, called “interpersonal depen-
dency” (Blatt & Homann, 1992) or “sociotropy” (Clark, Steer, Beck, & Ross, 1995),
heightens depressive responses to interpersonal stress. Consistent with these theories,
some research supports the idea that youth who endorse high levels of sociotropy or
dependency are more likely to become depressed in the face of interpersonal dysfunction
than those who endorse low levels (e.g., Abela, McIntyre-Smith, & Dechef, 2003;
Fichman, Koestner, & Zuroff, 1997; Little & Garber, 2005), although other research
does not support this view (Abela & Taylor, 2003).

More generally, research demonstrates that a number of personality and social-
cognitive characteristics, such as a heightened need for approval (Rudolph, Caldwell, &
Conley, 2005), insecure attachment cognitions (Abela et al., 2005; Hammen et al., 1995),
an investment in peer status and a negative attributional style (Prinstein & Aikins, 2004),
and an anxious behavioral style (Gazelle & Rudolph, 2004) interact with social-
behavioral deficits (e.g., excessive reassurance seeking) and relationship disturbances
(e.g., peer rejection, victimization, and exclusion; stressful interpersonal life events) to
predict depression. Together, this research points to the importance of considering why
some individuals are more susceptible to depression in the face of interpersonal dysfunc-
tion than others. Little research has investigated individual differences in the influence of
depression on subsequent interpersonal behavior and relationships, but one might imag-
ine that certain personality or social-cognitive styles would increase the likelihood that
depressive symptoms are expressed in ways that cause social-behavioral deficits and rela-
tionship disturbances. Future research needs to examine this possibility.

Gender and Gender-Linked Processes

Contemporary theories of depression emphasize the role of gender-linked interpersonal
processes in the onset and course of depression (Hankin & Abramson, 2001; Nolen-
Hoeksema, 2002; Rudolph, 2002). In particular, theory and research suggest that, in
comparison to males, females are more likely to rely on relationships as a source of self-
definition, show heightened interpersonal dependency, emphasize relationship-oriented
goals, and have concerns about social evaluation (for a review, see Rose & Rudolph,
2006). Moreover, girls are more likely than boys to respond to interpersonal stress in
ways that exacerbate depressive symptoms, such as ruminating about their problems (for
a review, see Rose & Rudolph, 2006). This type of interpersonal orientation and response
style likely amplifies girls’ depressive responses to interpersonal dysfunction.

As discussed earlier, research suggests that certain female-linked interpersonal orien-
tation styles (e.g., a tendency toward dependency and sociotropy) interact with interper-
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sonal dysfunction to predict depression. Little research has examined the moderating role
of other gender-linked characteristics, such as goal orientation or social-evaluative con-
cerns. However, direct investigations of sex differences in stress reactivity generally sup-
port the idea that relationship disturbances are linked more strongly to depression in girls
than in boys (e.g., Ge, Lorenz, Conger, Elder, & Simons, 1994; Hankin et al., 2007;
Rudolph, 2002; Rudolph & Hammen, 1999; cf. La Greca & Harrison, 2005). Moreover,
research suggests that poor friendship quality and peer rejection predict depressive symp-
toms over time in girls but not in boys, specifically in girls with high levels of reassurance
seeking (for friendship quality; Prinstein et al., 2005), highly reactive temperaments (for
peer rejection; Brendgen, Wanner, Morin, & Vitaro, 2005), negative attributional styles
(for peer rejection; Prinstein & Aikins, 2004), and a high investment in peer status (for
peer rejection; Prinstein & Aikins, 2004). In the family, lower perceptions of parental
support predict subsequent depressive symptoms in girls but not in boys (Slavin &
Rainer, 1990), although this sex difference may be limited to self-perceptions of dimin-
ished family support (Sheeber et al., 1997).

Depression may also have more negative interpersonal consequences for girls than
for boys. Girls’ friendships are characterized by a greater exchange of emotional provi-
sions such as validation, affection, and nurturance than those of boys. Moreover, girls are
more likely than boys to engage in intimate self-disclosure with their close friends (for a
review, see Rose & Rudolph, 2006). Thus, developing and maintaining relationships may
place larger emotional demands on girls than on boys. Depressive symptoms such as
a lack of motivation and anhedonia may interfere with girls’ ability to engage in
relationship-building and relationship-maintaining behaviors. In support of this idea, one
study revealed that depressive symptoms during third grade predicted a decline in the
number of reciprocal friendships and poorer friendship quality in girls, but not in boys, 3
years later, suggesting that early-onset symptoms may exert long-term negative effects on
girls’ friendships (Rudolph, Ladd, & Dinella, 2007). Moreover, depression-linked social-
behavioral deficits (e.g., excessive reassurance seeking) may be met with more negative
reactions in female than in male friendships because girls expect friends to accept their
offers of support and reassurance. Consistent with this idea, one study revealed that reas-
surance seeking predicted poorer friendship quality over time in girls but not in boys,
although gender did not moderate the influence of depressive symptoms on subsequent
friendship quality (Prinstein et al., 2005). More research is needed to examine whether
certain aspects of interpersonal behavior and relationships are more adversely affected by
depression in girls than in boys.

Developmental Transitions

Developmental transitions may constitute sensitive periods for the activation of
depression-linked interpersonal processes, particularly in girls (Rudolph et al., 2006).
Normative challenges and disruptions that occur during transitions may intensify youths’
interpersonal vulnerability to depression and may exacerbate the interpersonal conse-
quences of depression. In particular, understanding developmental influences on the inter-
personal context of depression is critical during the transition to adolescence. Rates of
depression rise sharply during adolescence, especially in girls (Hankin et al., 1998).
Moreover, the transition to adolescence is marked by a variety of social challenges pro-
duced by major maturational changes (e.g., the onset of puberty) and social-contextual
changes (e.g., the transition to middle school). During this time, the peer group takes on a
more powerful role as a context of socialization as youth begin to rely more on their
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friends for intimacy and support (Brown, Dolcini, & Leventhal, 1997). At the same time,
peer networks may be disrupted as a result of alienation from familiar peers and the for-
mation of new relationships that co-occur with school transitions (Simmons, Burgeson,
Carlton-Ford, & Blyth, 1987). Moreover, youth become increasingly involved in platonic
heterosexual relationships and romantic relationships that present new challenges and
stressors (Leaper & Anderson, 1997). Significant changes also occur in family relation-
ships during this time, including increased parent–child conflict (for a review, see
Laursen, 1996). Along with these varied interpersonal disruptions, adolescents are faced
with the challenges of negotiating the physical, psychological, and social changes accom-
panying puberty.

Normative interpersonal challenges associated with the adolescent transition may
both directly increase risk for depression and may moderate the influence of non-
normative interpersonal dysfunction. These processes may be particularly salient in ado-
lescent girls, given the intensification of sex differences in interpersonal orientation and
response style discussed earlier, as well as the intensification of sex differences in the
nature of relationships (e.g., increased stress and conflict) during adolescence (for a
review, see Rose & Rudolph, 2006). Moreover, depression may have more adverse inter-
personal consequences during adolescence than during preadolescence. That is, social-
behavioral deficits and relationship disturbances resulting from depression may become
particularly impairing when youth, especially girls, are required to negotiate the more
complex, emotionally charged, and stressful relationships that evolve during adolescence.

Research supports the idea that heightened interpersonal challenges explain, in part,
the emergence of sex differences in depression during adolescence. For example, relative
to adolescent boys, adolescent girls face more stress within their own friendships
(Rudolph, 2002), peer relationships (Hankin et al., 2007), and family relationships
(Hankin et al., 2007), and report more stressors experienced by their friends (Gore,
Aseltine, & Colton, 1993). This exposure to stress helps to account for sex differences in
depression. Moreover, heightened peer stress partially accounts for the association
between early pubertal timing and depression in girls (Conley & Rudolph, 2007), sug-
gesting that the physical manifestations of puberty may be translated into stressful inter-
personal contexts that increase risk for depression in adolescent girls. Adolescent girls
(particularly those with a preoccupied relational style) who are involved in romantic rela-
tionships also are at higher risk for subsequent depression in comparison to their
nondating peers (Davila, Steinberg, Kachadourian, Cobb, & Fincham, 2004), indicating
the stressful nature of these emerging relationships.

Few studies have examined age differences in the interpersonal antecedents of
depression. Some limited research suggests that relationship disturbances contribute to
depression more strongly in older than in younger youth (e.g., Cole et al., 1996).
Focusing on physical maturation rather than age, other research indicates that pubertal
development and relationship disturbances interact in their contribution to depression.
For instance, early pubertal timing predicts subsequent depression in girls who experience
high levels of stress in their peer relationships but not in those who experience low levels
of peer stress (Conley & Rudolph, 2006). Moreover, heterosexual romantic involvement
is especially likely to predict depressive symptoms in adolescent girls who are more
advanced in their pubertal development (Hayward & Sanborn, 2002). Early maturing
girls may be particularly sensitive to interpersonal stress because they experience various
interpersonal challenges (e.g., the onset of dating) earlier than their age-mates, perhaps
before they are psychologically prepared to deal with these challenges.
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Overall, therefore, a developmentally based interpersonal model has significant
promise for explaining why girls are especially vulnerable to increases in depression dur-
ing adolescence. Research has not directly investigated whether depression has different
interpersonal consequences across development. Once again, we might hypothesize that
the adverse effects of depression would be heightened during the adolescent period. This
stage likely taxes youths’ interpersonal resources and capacities owing to the many
changes they need to negotiate. However, as discussed earlier, it is possible that depres-
sion occurring early in life leaves a permanent interpersonal “scar” (Rohde et al., 1990),
such that social-behavioral deficits stemming from early-onset depression interfere with
emerging relationships during the adolescent transition even in the absence of concurrent
depression.

SUMMARY OF A DEVELOPMENTALLY BASED
INTERPERSONAL MODEL OF DEPRESSION

To summarize the proposed developmentally based interpersonal model of youth depres-
sion (see Figure 4.1), early family disruption (e.g., insecure attachment or parental
depression) interferes with the development of social competencies, leading to a range of
social-behavioral deficits. This intergenerational transmission of interpersonal impair-
ment likely occurs as a function of direct modeling of parental social behavior, explicit
and implicit parental socialization of maladaptive responses to stress, genetic liability to
emotion dysregulation and associated social-behavioral deficits, and the internalization
of maladaptive conceptions of self and others. Social-behavioral deficits, in turn, cause
youth to create disturbances in their relationships (e.g., isolation, conflict, poor quality
relationships) and to select into maladaptive relationships. Early disruption due to inse-
cure parent–child attachment and parental depression may also be directly expressed as
ongoing difficulties within the family. These relationship disturbances create a vulnerabil-
ity to depression, particularly in youth with personality and social-cognitive styles that
intensify their adverse reactions to interpersonal stress. Interpersonal vulnerability to
depression is amplified during the transition to adolescence, particularly in girls, owing to
the simultaneous challenges faced by youth (e.g., negotiating the physical, psychological,
and social changes of puberty; the growing complexity of relationships; the emergence of
romantic relationships) and the intensification of gender-linked interpersonal characteris-
tics and experiences that heighten girls’ risk. Depression, in turn, compromises youths’
short-term interpersonal functioning and long-term social development, setting them on a
trajectory toward recurrent or chronic depression.

FUTURE DIRECTIONS

Considerable progress has been made in understanding the interpersonal context of
youth depression. Moreover, recent prospective longitudinal research has begun to pro-
vide a more careful evaluation of the interpersonal antecedents and, to a lesser extent,
consequences of youth depression. To further advance both theory and research in this
area, future work would benefit from a developmentally informed approach that places
interpersonal theories of depression into a developmental context. Here we propose four
critical areas that warrant attention: (1) expanding on the early origins of interpersonal
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vulnerability, (2) elucidating the developmental processes underlying the reciprocal link
between interpersonal dysfunction and depression, (3) understanding developmental
changes in interpersonal vulnerability, and (4) identifying developmentally relevant mod-
erators of the association between interpersonal dysfunction and depression.

Expanding on the Early Origins of Interpersonal Vulnerability

Although preliminary research sheds some light on how early family disruption associ-
ated with insecure attachment and parental depression contributes to the emergence of
interpersonal vulnerability to depression, much remains to be learned about the origins of
depression-linked social-behavioral deficits and relationship disturbances. Moreover,
such research needs to be integrated more comprehensively into interpersonal models of
depression. In particular, theory and empirical research must address whether particular
types of family disruption contribute to particular aspects of interpersonal vulnerability
(e.g., excessive reassurance seeking, negative feedback seeking, maladaptive responses to
interpersonal stress), and whether the contribution of family disruption differs according
to the stage of development during which it occurs. More in-depth investigations are also
needed to identify forms of early disruption other than insecure attachment relationships
and parental depression (e.g., family conflict, maltreatment) that contribute to interper-
sonal vulnerability to depression.

Elucidating the Developmental Processes Linking Interpersonal Dysfunction
and Depression

Advancing current interpersonal models of depression requires an understanding of the
processes through which interpersonal dysfunction confers risk for depression. In this
chapter, we proposed several possible pathways, including the internalization of rela-
tionship disturbances in the form of negative beliefs about one’s worth, compe-
tence, and control; compromised self-regulatory abilities; and dysfunctional biological
responses to stress. Although little empirical attention has been paid to this issue, some
research points to possible mechanisms. For example, one study revealed that rumina-
tion partially accounted for the concurrent association between diminished perceived
social support and depression (Abela, Vanderbilt, & Rochon, 2004). In another study,
negative self-evaluation mediated the longitudinal association between interpersonal
stress and subsequent depressive symptoms (Groot & Rudolph, 2007). These studies
suggest that relationship disturbances set in motion a negative, ruminative self-focus
that increases vulnerability to depression. Research is needed to examine directly other
possible pathways underlying the adverse influence of interpersonal dysfunction on
depression.

Moreover, significantly more research is needed to understand the short- and long-
term interpersonal consequences of depression. Specifically, we need to expand our
knowledge about how depressed youth create interpersonal dysfunction, both during the
course of a depressive episode and over time. Do specific types of symptoms (e.g., fatigue
and anhedonia versus self-doubt versus irritability) lead to particular types of interper-
sonal dysfunction (e.g., social disengagement versus excessive reassurance seeking versus
interpersonal conflict)? Are there particular critical periods during which depression
interferes with the maturation of interpersonal competencies, setting youth on a long-
term trajectory of interpersonal dysfunction? Delineating these pathways can inform
dynamic interpersonal theories that consider youth as active participants in the construc-
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tion and shaping of their social worlds, as well as provide information about potential
targets of intervention with depressed youth.

Understanding Developmental Changes in the Interpersonal Antecedents
and Consequences of Depression

Much remains to be learned about how depression-linked interpersonal dysfunction
changes across development. Very little research has examined age or maturation differ-
ences in the interpersonal antecedents or consequences of depression. However, some
research, discussed earlier, does identify the transition to adolescence as a sensitive period
during which heightened interpersonal dysfunction accounts for higher rates of depres-
sion, particularly in girls. Moreover, the transition through puberty (particularly when it
is early relative to one’s peers) appears to intensify depressive responses to relationship
disturbances in girls. Clearly, it is essential to both theory and intervention to understand
more about the extent to which interpersonal processes underlying the onset and course
of depression change across development.

Identifying Developmentally Relevant Moderators
of the Interpersonal Dysfunction–Depression Association

Research supports the idea that youth with certain personality and social-cognitive styles
are more vulnerable than others to the adverse emotional effects of interpersonal dysfunc-
tion. Interpersonal perspectives on depression would benefit from continued integrative
efforts aimed at understanding the vulnerability–stress interactions underlying the onset
and course of depression, with a focus on those that are relevant at particular stages of
development. Other promising candidates include genetic and biological vulnerabilities
that heighten youths’ depressive responses to social challenges. For instance, recent
research reveals that genetic liability interacts with stressful life experiences to predict
adolescent depression (Eley et al., 2004), but follow-ups of these findings need to exam-
ine the specific liability underlying depressive responses to interpersonal stress. Moreover,
despite significant attention to the potential role of neuroendocrine dysregulation and
structural and functional brain abnormalities in depression (for a review, see Kaufman,
Martin, King, & Charney, 2001), research has not investigated directly how these abnor-
malities interact with youths’ exposure to relationship disturbances to predict depression.
One recent study did reveal that a reduced posterior right hemisphere bias in emotion
processing was associated with depressive symptoms in youth exposed to high, but not
low, levels of peer stress, suggesting that hemispheric asymmetries may create a vulnera-
bility to interpersonal stress (Flynn & Rudolph, 2007). Even less attention has been
devoted to examining whether depression undermines interpersonal functioning more
strongly in some youth than in others. Further investigation of characteristics and experi-
ences that moderate the association between interpersonal dysfunction and depression is
critical for understanding the long-term developmental trajectories of depressed youth
and for identifying at-risk youth.
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5 Biological Vulnerability
to Depression

Amélie Nantel-Vivier and Robert O. Pihl

Depression is a biological disease. This bold, non-nuanced statement,
initially provocative when confronted by the current cognitive zeitgeist, is neither new
nor should it be particularly provocative. Historically, Hippocrates, in his humoral the-
ory, saw depression as arising from an excess of black bile, a precursor to our common
association of darkness with negative mood. Burton, in The Anatomy of Melancholy,
written during Shakespeare’s time, similarly saw the disorder as physiological. However,
in addition to biological or medical treatments such as bloodletting, psychosocial inter-
ventions, including discussions with friends and interactive board games, were recom-
mended.

Over the last 100 years, biological explanations waned as the importance of early
developmental experiences, real and imagined, driven by psychoanalytic theorists, began
to alter the perception of etiology. The putative physical basis for the disorder was hence
lost for a time underneath the analytic couch. Interestingly, the introduction and wide-
spread use of convulsive therapies for depression occurred concomitantly. This incongru-
ence continues to some extent today between cognitive etiological theories and the still
prevalent electrical convulsive therapy and the widespread growth and use of antidepres-
sant medications. What this apparent incongruence reflects, however, is that it is becom-
ing increasingly recognized that the etiology of the vast majority of mental disorders,
including depression, can be best captured through a vulnerability–stress perspective.
Putative biological, psychological, and environmental etiological mechanisms of depres-
sion and other mental disorders are therefore not mutually exclusive, but are rather
intrinsically linked, interactive, and complementary.

Advances in the field of neurosciences over the last two decades have helped identify
some of the neurobiological vulnerabilities of the diathesis–stress etiological chain associ-
ated with depression, vulnerabilities that are the focus of this chapter. A look at the litera-
ture on the etiology of depression quickly reveals that the vast majority of neurobiologi-
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cal studies have focused on adult clinical populations. However, faced with the increasing
prevalence of depression and its progressively earlier onset, researchers are focusing more
and more on the factors that render individuals vulnerable to depression. Increasing
attention is therefore being paid to the biological correlates of pediatric depressive illness,
with the hope of developing a closer understanding of the etiological roots of the disorder
and creating better preventative tools.

Recent developments in brain-imaging techniques have allowed for the emergence of
empirical investigations of brain differences between clinically depressed children and
adolescents and healthy or psychiatric controls. This chapter offers an overview of the lit-
erature, describing the structural and functional brain anomalies associated with pediat-
ric depression, as well as neurochemical correlates, and comparing available findings
with those from adult populations. Empirical findings regarding the neurobiological eti-
ology of depression must, however, be reflected upon in the context of important meth-
odological and conceptual considerations, as well as current knowledge of normative
neurobiological functioning and development. A brief description of these issues is there-
fore presented first.

METHODOLOGICAL AND CONCEPTUAL ISSUES

The assumption underlying research on the neurobiological bases of depression is that a
significant causal relationship between depression and biological vulnerabilities exists
and can be uncovered. Such assumption, however, proves to be a highly complex concep-
tual and empirical challenge. Until very recently, only “imprecise” technologies were
available for studying the relationship between neurobiological functioning and mental
states. Pharmacology, for example, has been the traditional route for developing biologi-
cal explanations of depression and other psychopathologies. However, inferences regard-
ing specific biochemical pathways involved in mental disorders based on treatment
responses to medications have often been overnarrow, logically flawed, and consequently
erroneous, as the vast majority of psychotropic drugs affect numerous neurochemical sys-
tems through complex interactive pathways. Techniques allowing for the supplemen-
tation or depletion of amino acid precursors have permitted the manipulation of levels of
neurotransmitters, such as serotonin, in experimental participants and patients (Young,
Smith, Pihl, & Ervin, 1985). Experimental manipulation of neurotransmitter levels
through supplementation or depletion of amino acid precursors represents an important
step toward establishing causal links between neurochemical states and psychiatric symp-
toms, although the specificity of the neurochemical changes associated with amino acid
manipulation remains an issue.

Great excitement has been generated in the field of neurosciences by the ever evolv-
ing imaging techniques, which provide increasingly detailed descriptions of brain struc-
ture and functioning. Nuclear magnetic resonance imaging (MRI) uses a magnetic field to
measure atoms and produces a detailed structural picture of the brain and its different
areas. A blood oxygenation signal (functional magnetic resonance imaging; fMRI) can
then be used to assess brain activity, as fluctuations in oxygenated blood flow signal fluc-
tuations in the activity level of different brain areas. Positron emission tomography (PET)
and single photon emission computed tomography (SPECT) are also informative, but
more invasive, as they require the use of radioactive substances. Finally, diffusion tension
imaging is an MRI procedure that specifically allows the investigation of white matter
anomalies.
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Despite the increasing precision and decreasing invasiveness of brain imaging tech-
niques, the establishment of causal relationships between biological anomalies and men-
tal disorders remains somewhat limited. To establish the psychophysiological underpin-
nings of mental states requires that no delay separates the recording of physiology and
the occurrence of the mental states. However, as mental states are subjective, they are by
definition impossible to objectively measure, leaving uncertainty as to their correspon-
dence with any type of brain structure or activity (Schall, 2004). Furthermore, the typical
research design used to investigate neurobiological correlates of mental disorders gener-
ally consists of identifying hormonal, neurochemical, brain structural, or functional
anomalies through comparisons of patients suffering from a specific disorder of interest
with healthy controls or patients suffering from other psychiatric illnesses. An important
flaw in this design is that significant group differences in brain function or activity, and
significant correlations between group membership and neurotransmitter metabolites or
hormone levels, cannot be taken as direct evidence of causation of illness by biological
forces. Rather, group differences and correlations could be caused by other factors associ-
ated with depression and other mental illnesses rather than by the illness per se, such as
its treatment, concomitant illicit drug use, and the stress associated with the illness. In
other words, when comparing patients with healthy controls or patients suffering from
another mental illness, it is unclear whether we are measuring causal factors making an
etiological contribution to the illness, or, conversely, consequences or associated factors
of the illness. Such uncertainty may obscure our quest for neurobiological roots of
depression and other mental disorders. This is why it is particularly crucial to focus on
pediatric populations. By studying individuals at risk for developing depression (e.g., chil-
dren of depressed parents) or individuals who can be considered to be very early in the
course of their depressive illness (e.g., recently diagnosed children or adolescents who
have yet to receive treatment), we significantly decrease the likelihood of the occurrence
of confounding factors and can therefore more clearly investigate causative neurobiologi-
cal forces by getting closer to their etiological roots.

In addition, although highly exciting and innovative, the use of imaging technologies
remains somewhat limited with pediatric populations (Thompson & Nelson, 2001). For
example, because PET imaging requires that participants be injected with a radioactive
substance, it is understandably restricted to use in childhood clinical populations who
have a medical vulnerability justifying the use of this type of scan. MRI and fMRI proce-
dures are more promising for use with pediatric populations, as they do not require the
injection of radioactive substances and are therefore much less invasive. However,
because they require that participants lie still and refrain from moving within the
enclosed, and often terrifying to some, scanner for quite extended periods of time, their
use with very young participants is difficult. Moreover, there is still a certain level of
uncertainty regarding the way in which children’s physiology and physical build may
affect scan results and the ensuing data. For example, children’s heart and respiratory
rates are approximately twice those of adults, which may impact blood flow and the
blood-oxygen-level-dependent (BOLD) signal obtained from fMRI scans (Kotsoni, Byrd,
& Casey, 2006). Furthermore, children’s smaller head circumference, shorter neck, and
narrower shoulders can affect placement within the scanner and, consequently, the subse-
quent signal. Adaptation of methodologies and equipment generally used with adult pop-
ulations to specifically serve pediatric populations is therefore crucial (Kotsoni et al.,
2006).

Finally, the greatest hurdle in the search for the neurobiological causes of depression
and other mental disorders appears to be one of definition rather than of technology or
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methodology. Depression, like many psychopathological terms, is a big fat word. Its cur-
rent obese condition is exemplified in the debate over the distinctiveness, or lack thereof,
of depression and the rampant comorbidity that accompanies a diagnosis of depression.
The consequence of this portly state is an inherent difficulty in determining where to aim
the growing arsenal of technologically sophisticated biological measures. Psychopath-
ologies are laden with noise, replete with debate, and lacking in specificity. This issue is
exemplified by Andreasen (1999), who, in proposing a model for schizophrenia, wrote,
“At present the most important problem in schizophrenia research is not finding the gene
or localizing it in the brain and understanding its neural circuits. Our most important
problem is identifying the correct target at which to aim our powerful new scientific
weapons. Our most pressing problem is at the clinical level: defining what schizophrenia
is” (p. 781). Similar statements can and should be repeatedly made concerning depres-
sion. Our diagnostic criteria and ensuing categories represent the way in which mental
health specialists have carved out the frontiers of psychopathology. They are therefore a
social construction, a construction not necessarily corresponding to any one biological
phenomenon. The current system does not acknowledge the reality of comorbidity, pre-
senting each disorder as a separate category. Comorbidity is, however, the rule rather
than the exception in psychopathology. The most obvious example is the association
between depression and anxiety. Studies have found high rates of comorbidity between
depression and, for example, social anxiety, and have found the co-occurrence of both
disorders in adolescence and early adulthood to be associated with a more severe later
course of illness in adulthood (Stein et al., 2001). Disentangling the neurobiological etio-
logical factors contributing to depression and other disorders constitutes an important
step toward developing a taxonomy of mental illness that takes into consideration biolog-
ical etiology rather than solely behavioral symptoms, perhaps yielding more homoge-
neous diagnostic categories that will be more amenable to targeted, specific, and effective
treatments.

However, in spite of the methodological and conceptual limitations described above,
great strides have been made toward identifying neurobiological correlates of adult and
pediatric depressive illness. These exciting findings are reviewed, following a brief
description of normative neurodevelopment and functioning.

NORMATIVE NEURODEVELOPMENT AND FUNCTIONING

From the onset of conception, the human brain goes through crucial formative and
maturational processes, starting with neuron formation and migration. Such processes,
described in Figure 5.1, adapted from Andreasen (1999), are importantly guided by
genetic influences. As shown by Giedd (2004), using data from the National Institute of
Mental Health (NIMH) longitudinal pediatric brain study, the brains of 6-year-old chil-
dren are generally 90% of their adult size. Whole-brain volume is therefore determined
quite early on in development. However, despite the relatively little change in whole-brain
volume occurring beyond age 6, great change occurs in brain regional volumes over the
course of childhood and adolescence.

One of these changes is increased myelination. White matter volumes have been
shown to increase linearly throughout childhood and adolescence, at a similar rate across
the four lobes (frontal, parietal, temporal, occipital; Giedd, 2004). Gray matter volumes,
on the other hand, have been shown to follow an inverted U-shape developmental pat-
tern, with significant decreases generally observed after age 12 (Casey, Giedd, & Thomas,
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2000; Giedd, 2004). This decrease in gray matter volume during adolescence is a reflec-
tion of synaptic pruning, whereby unused connections are deleted (Giedd, 2004). Pruning
is only one of the maturational processes taking place within the brain, accompanied by
synaptogenesis and apoptosis, all dependent on activity and experience (see Figure 5.1).

Interestingly, one of the latest brain areas to exhibit the gray matter maturational
pruning process described above is the dorsolateral prefrontal cortex (DLPC). The frontal
lobes have been identified as the seat of executive cognitive functioning, generally under-
stood to refer to the “ability to plan, initiate, and maintain or alter goal-directed behav-
iors” (Pihl, Vant, & Assaad, 2003). Through connections with other brain regions, the
prefrontal cortex is part of an important circuitry that underlies the emergence of contex-
tually appropriate affective and behavioural responses (Miller & Cohen, 2001). This pro-
cess has been referred to as “affect-guided planning and anticipation” (Davidson,
Pizzagalli, Nitschke, & Putnam, 2002, p. 548), where potentially rewarding responses
will be undertaken and potentially harmful responses will be inhibited. Davidson and col-
leagues (2002) proposed that the anticipation of positive outcomes and approach behav-
iors may be subserved by the left prefrontal cortex, and inhibition and withdrawal tend
be subserved by the right prefrontal cortex.

Connections of the prefrontal cortex with limbic structures, such as the amygdala
and the hippocampus, appear to be crucial to affect-guided responding (Carlson, 2001).
The primary role of the amygdala consists of promoting vigilance and attention to novel
and/or affectively salient stimuli, whereas the hippocampus plays a key role in contextual
memory and conditioning (Davidson et al., 2002). Both the amygdala and the hippocam-
pus are central to the stress response (Davidson et al., 2002), constituting intricate com-
ponents of the limbic–hypothalamic–pituitary–adrenocortical (LHPA) system (Gunnar &
Vazquez, 2006). Given perceptions of stress, activating connections from limbic struc-
tures to the hypothalamus, a group of nuclei located at the base of the brain (Carlson,
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2001), promote the secretion of corticotropin-releasing factor (CRF), which in turn trig-
gers synthesis and release of adrenocorticotropin (ACTH) by the pituitary. ACTH then
stimulates synthesis and release of glucocorticoids by the adrenal cortex (Nestler et al.,
2002; Gunnar & Vazquez, 2006). Reciprocal feedback connections, consisting of
neuronal signaling and gene expression modulation, are intrinsic to the LHPA axis (Gun-
nar & Vazquez, 2006). For example, glucocorticoids first bind to mineralocorticoid
receptors, which play a permissive role and prepare individuals to react appropriately to
stressors. However, as the rate of glucocorticoid secretion increases, negative feedback,
for example, is achieved through binding of glucocorticoids to glucocorticoid receptors of
the hypothalamus, anterior pituitary, and the hippocampus, leading to a dampening of
the stress response (Gunnar & Vazquez, 2006; Nestler et al., 2002). High chronic levels
of glucocorticoids have been suggested to lead to hippocampal damage in the form of
reduced dendritic branching and glutamatergic dendritic spines, as well as reduced gene-
sis of granule cell neurons (Nestler et al., 2002). A vicious cycle may thus operate, as
decreased LHPA axis inhibition due to hippocampal damage would lead to increasing
glucocorticoid levels, which in turn may lead to further hippocampal damage (Nestler et
al., 2002). This pattern may explain why an inverse U-shape relationship is often
observed between stress response and functioning (Gunnar & Vazquez, 2006).

The prefrontal cortex, amygdala, and hippocampus, together with other brain
regions, are intrinsically linked and are crucial to our ability to appropriately respond to
our environment. Table 5.1, adapted from reviews by Davidson and colleagues (2002)
and Nestler and colleagues ( 2002), presents a list of the major brain regions that have
been associated with adult and pediatric depressive illness, as well as a summary of their
proposed functions and significance to the disorder.

STRUCTURAL IMAGING FINDINGS

Neuroimaging research on the brain correlates of depression in adult populations has
revealed significant structural anomalies between patients and controls. Although very
few studies have found support for differences in whole-brain volumes between patients
and healthy controls (Strakowski, Adler, & DelBello, 2002), anomalies have been noted
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TABLE 5.1. Summary of Brain Regions Associated with Pediatric and Adult Depression

Brain region Function Significance in depression

Frontal lobes
• Dorsolateral prefrontal cortex (DLPC)
• Dorsomedial prefrontal cortex (DMPC)
• Ventrolateral prefrontal cortex (VLPC)
• Orbital prefrontal cortex
• Subgenual prefrontal cortex
• Insula

Executive functioning
• Goal-directed behaviors
• Affect-guided planning

Contribution to:
• Cognitive impairments
• Depressogenic cognitions
• Anomalies in reward and

punishment anticipation
• Suicidality

Midline and medial temporal structures
• Cingulate
• Amygdala
• Hippocampus
• Caudate nucleus
• Putamen
• Thalamus

• Emotional memory
• Contextual memory
• Stress response
• Regulation of drives

Contribution to:
• Anhedonia
• Anxiety
• Vegetative symptoms



in regional volumes (Nestler et al., 2002). Reduction of frontal lobe volumes has been
found, particularly of the subgenual prefrontal cortex (Drevets et al., 1997), as well as
reduction of the greater right than left asymmetry, a finding associated with symptom
severity (Beyer & Krishnan, 2002; Strakowski et al., 2002). Bilateral volume reductions,
decreased cortical thickness, and decreased neuronal size and density have also been
noted in the orbital region (Lai, Payne, Byrum, Steffens, & Krishnan, 2000; Rajkowska et
al., 1999).

In one of the first structural imaging studies of depressed children and adolescents,
Steingard and colleagues (Steingard et al., 1996) found evidence of a significant decrease
in frontal lobe volumes and a significant increase in ventricular volumes in depressed
pediatric inpatients as compared with nondepressed psychiatric controls, a pattern con-
sistent with results from adult studies. Significantly smaller whole brain volumes and
frontal lobe white matter volumes, but greater frontal lobe gray matter volumes, were
also found in depressed adolescents as compared with healthy age-matched controls
(Steingard et al., 2002). Botterton and colleagues (Botteron, Raichle, Drevrets, Heath, &
Todd, 2002), in turn, reported that the left, but not the right, subgenual prefrontal cortex
in young women presenting with a history of adolescent-onset major depressive disorder
(MDD) was 19% smaller than that in controls. The extent of the reduction of the
subgenual prefrontal cortex in these young women was similar to reductions found in a
group of older women with major depression (Botteron et al., 2002). Lyoo and colleagues
(Lyoo, Lee, Jung, Noam, & Renshaw, 2002), using a large sample of children with psy-
chiatric disorders including bipolar disorder, MDD, schizophrenia, conduct disorder, and
attention-deficit/hyperactivity disorder, investigated the presence of frontal white matter
hyperintensities. White matter hyperintensities are indicative of increased water density.
They are believed to contribute to cognitive impairment and have been studied in relation
to a number of psychiatric disorders, generally in adult patients (Lyoo et al., 2002).
Studies focusing on adult depression have shown that although the etiological role of
white matter hyperintensities is unclear, their incidence is increased in depressed patients
and they have been associated with decreased response to pharmacological interventions
(Iosifescu et al. 2006). Results by Lyoo and colleagues (2002) indicated that the frontal
lobes of children with major depressive disorder presented significantly greater white
matter hyperintensities than those of controls. This was, however, also true of children
with bipolar disorder, conduct disorder, and attention-deficit/hyperactivity disorder, so
that frontal white matter hyperintensities could not be described as specific to early-onset
depression.

Evidence for volumetric anomalies in brain regions other than the frontal cortex has
been somewhat mixed (Beyer & Krishnan, 2002). Adult studies have provided partial
support for decreased temporal cortical volumes (Strakowski et al., 2002). Because of
their contribution to mood modulation and the processing of emotional stimuli, midline
and medial temporal structures, such as the hippocampus, amygdala, and basal ganglia,
have been the objects of a number of structural imaging studies of depression. Decreased
hippocampal volume has been noted (Davidson et al., 2002; Strakowski et al., 2002),
together with conflicting evidence concerning volumetric anomalies of the amygdala
(Davidson et al., 2002). Finally, partial support has also been provided for an association
between depression and decreased volume of the basal ganglia, specifically, the caudate
nucleus and putamen (Beyer & Krishnan, 2002; Strakowski et al., 2002).

Rosso and colleagues (Rosso et al., 2005) found evidence for significant bilateral
decrease in amygdala volumes in depressed children and adolescents as compared with
healthy controls, but comparisons revealed no significant differences in hippocampal vol-
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umes. The decrease in amygdala volume was of approximately 12%. No significant asso-
ciation, however, emerged between amygdala volume reduction and depression severity,
illness duration, and age of onset. MacMillan and colleagues (MacMillan et al., 2003)
reported that medication-naive pediatric patients with MDD showed a bilateral increase
in amygdala volume and a bilateral decrease in hippocampal volume, as compared with
healthy controls. These differences, however, became nonsignificant after age and
intracranial volume were controlled. When amygdala:hippocampal volume ratios were
investigated, it was shown that bilateral amygdala:hippocampal volume ratios were sig-
nificantly greater in depressed pediatric patients than in controls. Furthermore, greater
left amygdala:hippocampal volume ratios were significantly positively associated with
anxiety severity, but not with depression severity or illness duration. The authors thus
concluded that increased amygdala:hippocampal volume ratios may be more indicative of
comorbid anxiety than depression itself in pediatric major depression. MacMaster
and Kusumakar (2004b) noted a significant decrease in left hippocampal volumes in
medication-naive adolescents suffering from MDD. No significant relationship was
found between depression severity and decreased hippocampal volume, but left hippo-
campal volume was significantly positively correlated with illness duration and negatively
associated with age of onset. Decreased hippocampal volumes were more prominent in
male patients. Amygdala volumes were, however, not investigated. Finally, an additional
study by MacMaster and Kusumakar (2004a) found that although age was positively
associated with pituitary volume in healthy controls, no such relationship was observed
in depressed adolescent patients. Moreover, depressed adolescents exhibited 25% greater
pituitary volumes than healthy controls, which the authors suggested may be associated
with dysregulation of the LHPA axis.

FUNCTIONAL IMAGING FINDINGS

Functional imaging studies focusing on adult clinical populations have repeatedly found
evidence for hypometabolism of the dorsolateral and dorsomedial prefrontal cortex of
depressed patients, particularly in the left hemisphere (Davidson et al., 2002; Drevets,
2000; Liotti & Mayberg, 2001), whereas increased activity in the subgenual prefrontal
cortex, as well as the bilateral posterior orbital cortex, left ventrolateral prefrontal cor-
tex, and anterior insula has been noted (Drevets, 2000). Adult depressed patients have
also been found to exhibit decreased hippocampal activity (Davidson et al., 2002;
Strakowski et al., 2002), whereas increases in amygdala activity have been noted
(Davidson et al., 2002).

Relatively less is known concerning the brain functional correlates of pediatric
depressive illness, with very few studies having applied the most recent functional imag-
ing technologies to pediatric populations. A recent investigation by Killgore and col-
leagues (Killgore & Yurgelun-Todd, 2006), focusing on the association between healthy
adolescents’ depressed mood scores and brain functional activity as measured by fMRI,
found that higher depressed mood scores were associated with increased activity in the
medial orbitofrontal and rostral anterior cingulate gyri while participants were shown
fearful faces. This finding, however, may be representative of “normative” sadness rather
than depression, as the range of depressed mood scores observed for the sample was
below the clinical range. Thomas and colleagues (Thomas et al., 2001) similarly investi-
gated brain functional correlates of exposure to fearful faces, this time using a clinical
sample of children with anxiety or depressive disorders. Results indicated that although
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children diagnosed with an anxiety disorder showed an increased amygdala response to
the presentation of fearful faces, as compared with healthy children, the amygdala
response of depressed children to the same fearful stimuli was blunted (Thomas et al.,
2001). Bonte and colleagues (Bonte et al., 2001; Bonte, 1999), using SPECT imaging,
identified cerebral blood flow anomalies in depressed children and adolescents. In one
study, two subgroups of depressed children were identified; the first characterized primar-
ily by decreased activity of the occipital region, and a second group characterized primar-
ily by frontal functional anomalies. In addition, Kowatch and colleagues (Kowatch et al.,
1999), also using SPECT imaging, compared the regional blood flow of depressed adoles-
cents and healthy controls. Results showed decreased blood flow in the left parietal lobe,
anterior thalamus, and the right caudate nucleus of depressed adolescents, whereas
increased activity was noted for the mesial temporal cortex, the right superior anterior
temporal lobe, and the left inferior lateral temporal lobe. Tutus and colleagues (Tutus,
Kibar, Sofuoglu, Basturk, & Gönül, 1998), using SPET technology, investigated differ-
ences in cortical activity between depressed adolescents and healthy controls under two
conditions, using a repeated measure design for the clinical group. Patients were scanned
twice, first when undergoing no pharmacological treatment, and second once depressive
symptoms had receded. Results indicated significantly decreased activity of the left
anterofrontal and left temporal cortical areas in nonmedicated depressed adolescents.
However, no significant differences were noted at the second scan, once symptoms had
subsided, suggesting that pharmacological treatment may have contributed to the nor-
malization of brain activity in these patients.

Brain imaging research in both adult and child clinical populations have therefore
found somewhat consistent evidence for prefrontal, temporal, and limbic anomalies in
depressed patients. The equivocal nature of some of these empirical findings may be
partly explained by the heterogeneity of the disorder. It is possible that certain subtypes of
depression are associated with certain brain anomalies and not others (Davidson et al.,
2002). For example, increased amygdala, orbital cortex, and thalamic activity, together
with decreased activity of the prefrontal cortex and volumetric anomalies of the basal
ganglia, have been noted to be more frequent in adult patients with a positive family his-
tory of major depression (Drevets, 2000). Similarly, Nolan and colleagues (2002), when
comparing depressed pediatric patients with no family history of depression, depressed
pediatric patients with a positive family history of depression, and healthy controls,
found that patients with no family history of major depression had larger left prefrontal
volumes than patients with a positive family history and healthy controls, and that the
latter two groups did not significantly differ from each other in terms of prefrontal vol-
umes. Moreover, sulcal and ventricular enlargement have been shown to be more pro-
nounced in individuals presenting with a late-onset form of major depression (Drevets,
2000). Identifying depression subtypes based on age of onset and neurobiological charac-
teristics may provide us with more etiologically consistent and uniform diagnostic catego-
ries.

NEUROCHEMICAL CONTRIBUTIONS
Neurotransmitters

Neurochemical explanations of adult-onset depressive disorder have largely focused on
the monoamine neurotransmitter systems. Greatest attention has been given to serotonin,
with the latest generation of antidepressants, the selective serotonin reuptake inhibitors
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(SSRIs), showing significant effectiveness in reducing symptoms (Stockmeier, 2003). In
addition, experimental manipulation of tryptophan, a serotonergic dietary precursor, has
been shown to impact symptom recurrence in approximately 50–60% of remitted
patients formerly treated with SSRI antidepressant medication (Van der Does, 2001). Per-
forming a reanalysis of individual data from six separate tryptophan depletion studies,
Booij and colleagues (Booij et al., 2002) identified history of recurrent depressive epi-
sodes, suicidal thoughts and behaviors, past treatment with SSRIs, and female gender to
be predictive of individual differences in the mood response to tryptophan depletion, with
illness chronicity being the strongest predictor of a lowered mood response. Research has
also shown that lowered mood resulting from tryptophan depletion tends to be stronger
in remitted patients with a positive family history of psychiatric disorders than in patients
with no such history (Leyton et al., 2000). Furthermore, tryptophan depletion has been
shown to decrease mood in healthy males with a positive family history of affective disor-
ders (Benkelfat, Ellenbogen, Dean, Palmour, & Young, 1994). Low serotonergic metabo-
lites in the cerebrospinal fluids of depressed patients with a history of suicide attempts
have also been found, as well as decreased neuroendocrine response to serotonin stimuli
and anomalies in serotonergic receptor binding sites (Stockmeier, 2003). It is important to
note, however, that norepinephrine receptor and transporter anomalies, as well as
decreased levels of GABA, have also been reported, indicating that serotonin most likely
acts in conjunction with other neurotransmitter systems in contribution to the neuro-
chemical basis of depression (Stockmeier, 2003).

As with other facets of neurobiological correlates of depressive illness, the contribu-
tion of serotonin and other neurochemicals to early-onset depression has received much
less attention than has been given to its adult-onset counterpart. The involvement of such
systems is therefore less clear, with serotonergic challenge studies in children and adoles-
cents having yielded mixed findings. Evidence of increased, decreased, or no different
hormonal response in depressed children and adolescents, as compared with healthy con-
trols, has been found (Ryan et al., 1992; Hardan et al., 1999; Ghaziuddin et al., 2000)

Nevertheless, prescription rates of SSRIs have been dramatically rising since the
1990s, particularly in the preschool-age group (Andersen & Navalta, 2004). SSRIs, how-
ever, do not appear to be as effective in treating depression in children and adolescents as
they are in adults, perhaps reflecting the more severe nature of early-onset depressive ill-
ness, or a deleterious effect of SSRI administration on the clinical course (Andersen &
Navalta, 2004). There is relatively little evidence concerning the potential effects of anti-
depressant use on the developing brain. It has been established that the development of
the monoamine systems, including the serotonergic system, follows an inverted U-shape
pattern, with overproduction of neural connections in childhood followed by pruning of
up to 40% of connections over the course of adolescence (Andersen & Navalta, 2004).
Because the monoamines play a trophic role (Andersen & Navalta, 2004), altering levels
of these neurotransmitters may impact the selection process occurring during pruning,
and this effect may be observable only when the targeted systems reach maturity, long
after treatment has been terminated.

Other neurochemicals that have been the focus of neurobiological investigations of
pediatric depressive illness include choline/creatine, choline/N-acetylaspartate, and gluta-
mate. Because choline, creatine, N-acetylaspartate, and glutamate play an important role in
neuronal signaling, their levels are believed to be indicative of brain metabolism and may
thus be informative for studies of neuropsychiatric disorders. Levels of these chemicals have
been shown to be altered in depressed adult populations and tend to normalize with antide-
pressant pharmacological treatment (Steingard et al., 2000). Steingard and colleagues
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(2000) found evidence of altered chemistry of the orbitofrontal cortex in depressed ado-
lescents. As compared with healthy controls, depressed adolescents showed increased
choline:creatine and choline:N-acetylaspartate ratios by approximately 15%. A study by
Farchione and colleagues (Farchione, Moore, & Rosenberg, 2002) found a 32.5% increase
in choline levels of the left, but not the right, dorsolateral prefrontal cortex of depressed chil-
dren and adolescents, as compared with healthy controls. This increase tended to be more
pronounced in patients with a family history of MDD. No significant differences were noted
between the groups for N-acetylaspartate and creatine. A study by Kusumakar and col-
leagues (Kusumakar, MacMaster, Gates, Sparkes, & Khan, 2001) reported a significantly
lower left amygdala choline:creatine ratio in depressed adolescents than in healthy controls.
Bilateral amygdala N-aectylaspartate:creatine ratios and right amygdala choline:creatine
ratios did not significantly differ between the two groups. Left amygdala choline:creatine
ratios tended to be negatively associated with depression severity scores for the clinical
group. In addition, an investigation by Rosenberg and others (Rosenberg et al., 2004) com-
paring pediatric patients with obsessive–compulsive disorder (OCD), MDD, and healthy
controls found that both patients with OCD and those with MDD exhibited significant
reduction of glutamatergic concentrations in the anterior cingulated cortex, as compared
with controls Glutamatergic concentrations did not significantly differ between the two
diagnostic groups. Rosenberg and colleagues (Rosenberg et al., 2005) reported reduced
anterior cingulated glutamate, but not glutamine, in depressed pediatric patients as com-
pared with controls. A study by Mirza and colleagues (Mirza et al., 2004) reported that
depressed pediatric patients exhibited a 19% decrease in anterior cingulate glutamatergic
levels, but not in occipital levels, as compared with healthy controls. This decrease in ante-
rior cingulate glutamate was significantly associated with the degree of functional impair-
ment.

The Stress Response System

The stress response system, consisting of the LHPA axis described earlier, has been an
important focus of research on the neurobiological correlates of depression. LHPA hyper-
activity is believed to contribute to depression mainly through hippocampal damage sus-
tained because of chronic exposure to elevated glucocorticoid levels, which is consistent
with often noted decreases in hippocampal volumes (Davidson et al., 2002). In addition,
research has shown that central administration of CRF may trigger symptoms character-
istic of depression such as anxiety and neurovegetative symptoms, suggesting that LHPA
axis hyperactivity may influence brain regions other than the hippocampus, such as the
hypothalamus (Nestler et al., 2002).

Although LHPA hyperactivity constitutes one of the most often replicated findings in
the adult depression literature and may be observed in approximately 50% of depressed
adult patients (Nestler et al., 2002; Gunnar & Vazquez, 2006), LHPA axis patterns are
less clear in depressed pediatric populations (Andersen & Navalta, 2004). As described
by Steingard (2000), studies investigating endocrine markers of LHPA functioning have
yielded mixed findings. For example, Kutcher and colleagues (Kutcher et al., 1991) found
evidence for higher nocturnal growth hormone secretion, higher levels of thyroid-
stimulating hormone, but no significant difference in cortisol levels between depressed
adolescents and healthy controls. These results, however, were not replicated in later
investigations (DeBellis et al., 1996). Children of depressed mothers have been found to
have increased stress hormone levels, both at baseline and in response to laboratory
stressors (Bonari et al., 2004). In an investigation focusing on the hormonal response of
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depressed abused, depressed nonabused, and healthy nonabused children, Kaufman et al.
(1997) found that depressed abused children experiencing chronic stressors exhibited
greater ACTH secretion to a corticotropin-releasing hormone challenge than depressed
abused children currently experiencing stable life circumstances, or depressed nonabused
and healthy children. Birmaher et al. (2000) also found that children with a family his-
tory of mood disorders showed blunted growth hormone secretion response as compared
with healthy controls not at risk for mood disorders. Luby et al. (2003) found evidence
for alteration in LHPA functioning in depressed preschoolers, reflected in increased
cortisol levels, as compared with children with psychiatric disorders other than depres-
sion and healthy controls.

Finally, hormonal influences have been proposed as key explanatory factors in the
observed sex differences in depression prevalence rates. Sex differences in the prevalence
of major depression have been well established, with female: male ratios approximately
2:1. Longitudinal and retrospective studies have shown that this disparity between the
sexes appears to emerge around the time of puberty (Parker & Brotchie, 2004), sparking
interest in the potential neurohormonal forces possibly contributing to such a striking
gap. In their review of the literature, Parker and Brotchie (2004) reported that the dispar-
ity between the sexes in depressive symptomatology emerges at Tanner Pubertal Stage III.
For example, Angold and colleagues (Angold, Costello, & Worthman, 1998) found that
although boys tended to exhibit higher depression rates than girls before reaching Tanner
Stage III, the reverse was true once Tanner Stage III was reached. The age at which Tan-
ner Stage III was reached did not significantly predict depression rates. Furthermore, a
related study indicated that the emergence of sex differences in depression rates with Tan-
ner Stage III could not be attributed to changes in body morphology and their associated
psychosocial consequences (Angold, Costello, Erkanli, & Worthman, 1999). Sex steroids,
androgen and estrogen, were found to be more significantly associated with the increase
in depression rates in adolescent girls (Angold et al., 1999).

In addition, Parker and Brotchie (2004) found that although adrenarche may lead to
the decreased vulnerability of boys to depression during the transition from childhood to
adolescence, hormonal changes occurring in girls may render them more vulnerable to
depression, in part through increased vulnerability to stress (Parker & Brotchie, 2004).
Female gonadal hormones have been found to have significant regulatory properties for
major neurotransmitter systems, including serotonin, norepinephrine, and GABA (Parker
& Brotchie, 2004), all three of which have been associated with depressive illness. More
specifically, estrogen and progesterone appear to have opposing effects on brain chemis-
try. For example, estrogen decreases monoamine oxidase (MAO) activity, increases
neurotransmission, and enhances mood, and progesterone increases MAO activity,
decreases neurotransmission, and has a negative impact on mood (Parker & Brotchie,
2004). Through their impact on the neurotransmitter systems described above, as well as
innervations within the limbic system, cyclical fluctuations of estrogen and progesterone
throughout women’s reproductive years are believed to confer vulnerability to anxiety,
stress, and depression. The authors note that neurobiological explanations of sex differ-
ences in depression prevalence rates must be considered in the context of psychosocial
forces at play in determining men’s and women’s social roles and mental health (Parker &
Brotchie, 2004). However, as was demonstrated by Angold and colleagues (Angold,
Worthman, & Costello, 2003), research with children and adolescents has demonstrated
the primary role of sex steroids in the emergence of gender differences in early adoles-
cence, suggesting that hormonal factors may be of crucial importance in the maintenance
of such disparities during adulthood.
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TRACING THE EMERGENCE AND ONSET OF BIOLOGICAL VULNERABILITIES

As described above, decades of research on the neurobiological bases of depression have
allowed for the accumulation of knowledge concerning specific anatomical, functional,
and neurochemical vulnerabilities that may play an etiologically significant role in the
emergence, onset, and course of depression. Structural and functional anomalies of the
frontal lobes, amygdala, hippocampus, and other brain regions have been implicated,
together with possible dysregulation of the stress–response system and a contribution of
gonadal hormones. Evidence for a strong continuity between pediatric depressive illness
and adult forms of depression, along with the increasing attention of neurobiological
studies to pediatric populations over approximately the last 10 years, have shifted the
focus toward early identification of neurobiological anomalies associated with depres-
sion. The question that naturally follows this shift in emphasis is, At what point do the
neurobiological anomalies observed in depressed adults, adolescents, and children
become apparent? How early can neurobiological risk factors be identified? It is clear
that depressed children and adolescents show neurobiological patterns similar to those of
their adult counterparts. How early these patterns emerge may be crucial for prevention
strategies and therefore merits careful consideration.

A fascinating group of studies have employed electroencephalographic (EEG) re-
cordings in order to investigate the brain activity of children at risk of developing depres-
sion owing to a positive history of maternal depression. A significant portion of this work
has focused on children in their first years of life. For example, Diego and colleagues
(Diego, Field, Jones, & Hernandez-Reif, 2006; Diego et al., 2002) investigated the impact
of depressed mothers’ intrusive and withdrawn interaction styles on infants’ frontal brain
electrical activity. Results indicated that right frontal activation was greater in infants of
depressed mothers than in infants whose mothers were not depressed. Right frontal acti-
vation was greatest for infants whose mothers were both depressed and withdrawn.
Although depression and intrusiveness in mothers was associated with greater relative left
frontal activity infants, greater relative right frontal activity in infants was associated
with depression and withdrawn behaviors in mothers (Diego et al., 2006). Infants of
depressed and intrusive mothers were also shown to give more attention to and exhibit
greater relative right frontal asymmetric activity in response to facial expressions of sur-
prise and sadness (Diego et al., 2002). Investigating the relationship between cortisol lev-
els, withdrawn behaviors, and brain activity in 6-month-old infants, Buss and colleagues
(Buss et al., 2003) found evidence for a significant positive association between cortisol
levels and increased right frontal asymmetric activity. Infants’ behavioral signs of sadness
during a laboratory stranger-approach situation were also associated with increased right
frontal asymmetric electrical activity. The authors noted that the observed asymmetry
could be attributed to both left frontal hypoactivation and right frontal hyperactivation,
with cortisol response being more strongly associated with left frontal hypoactivation,
and sadness being associated with both left frontal hypoactivation and right frontal
hyperactivation (Buss et al., 2003). Furthermore, Jones and colleagues (Jones, Field, Fox,
Davalos, & Gomez, 2001), focusing on brain electrical correlates of emotions in infants
of depressed mothers, similarly found evidence of greater right frontal activity in infants
of depressed mothers. Infants of depressed mothers could also be described as exhibiting
greater levels of negative facial expressions and fewer positively valenced facial expres-
sions (Jones et al., 2001). In addition, Dawson and colleagues (Dawson et al., 1999)
noted decreased left frontal electrical activity relative to right frontal activity in infants of
depressed mothers in the context of various laboratory-based social interactions. A sec-
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ond study by Dawson and colleagues (Dawson et al., 2003), focusing on the preschool
period, found evidence for a mediating role of children’s frontal brain activity and envi-
ronmental stressors in the relationship between maternal depression and preschoolers’
behavioral problems. Similarly, focusing on children of mothers with childhood-onset
depression, Forbes and colleagues (Forbes et al., 2006) recently reported that the internal-
izing and externalizing behaviors problems of 3- to 9-year-old children of mothers with
childhood-onset depression were significantly associated with brain symmetry activity
patterns. Finally, Tomarken and colleagues (Tomarken, Dichter, Garber, & Simien, 2004)
reported that adolescents of depressed mothers showed a relative left frontal hypo-
activation at resting state. Investigations of children and adolescents at risk of developing
depression owing to a positive history of maternal depressive illness have therefore
revealed relatively consistent specific brain electrical patterns, often in children as young
as 6 months of age.

AN INTEGRATIVE FRAMEWORK:
BRIDGING BIOLOGY AND THE ANALYTIC COUCH

As indicated in the introduction to this chapter, biological vulnerabilities underlying adult
and pediatric manifestations of depression are most likely not sufficient to explain the full
etiological picture at the root of depression onset and course. Rather, they are part of an
intrinsically complex chain of etiological events including psychological and environmen-
tal risk factors in addition to constitutional factors. A clear relationship has been demon-
strated between life stressors and the onset or exacerbation of depressive or internalizing
symptoms. For example, in a longitudinal study focusing on the emergence and progres-
sion of internalizing symptoms in adolescence, Rueter and colleagues (Rueter, Scaramella,
Wallace, & Conger, 1999) demonstrated that family stressors, more specifically parent–
adolescent disagreements, indirectly predicted later anxiety or depressive disorder onset
through effects on prodromal internalizing symptomatology. Although the idea that there
are individual differences in vulnerability to life stressors may seem quite intuitive and
almost obvious, recent research has provided evidence for some biological underpinnings
of such differences. Caspi and colleagues (Caspi et al., 2003), using a prospective, longi-
tudinal design spanning ages 3–26, found that the presence of one or two short alleles of
the 5-HTT promoter polymorphism rendered individuals more vulnerable to the de-
pressogenic effects of stressful life events, as compared with the homozygous long alleles.
Similarly, investigating the relationship between stressful life events, major depression or
generalized anxiety disorder episodes, and functional polymorphism of the serotonin
transporter (5-HTT) in an adult twin population, Kendler and colleagues (Kendler, Kuhn,
Vittum, Prescott, & Riley, 2005) found that individuals with the SS variant of the seroto-
nin transporter were more sensitive to the depressogenic effects of mild to moderate
stressful life events than individuals with the SL or LL variants. The impact of 5-HTT
polymorphism appeared to be relatively specific to major depression, as no such interac-
tion was found for generalized anxiety disorder. The likelihood of differential vulnerabil-
ity to the depressogenic effects of environmental stressors due to serotonin polymorphism
has also been observed in an adolescent population (Eley et al., 2004).

Furthermore, the interaction of neurobiological forces and stressors does not appear
to be limited to contemporary events, but to early life experiences as well. In their review
of the literature, Heim, Plotsky, and Nemeroff (2004) underscore the importance of early
life stressors and their potential contribution to the development of depression. Events
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noted in their description of early life stressors include sexual/emotional/physical abuse,
loss of a parent, and illnesses, among others. They report that not only are early life
stressors associated with an increased risk and earlier onset of depression, but that animal
models and some human studies have shown that early life stressors, such as maternal
separation, are associated with hormonal, neurochemical, and brain structural changes,
many of which are quite similar to the neurobiological findings associated with depres-
sion. For example, monoaminergic dysfunction and alterations of the prefrontal circuitry
as well as limbic structures have been noted (Heim et al., 2004). These authors therefore
suggest that some subtypes of depression may be characterized by the presence of early
life stressors, the effect of which is mediated by neurobiological components. For exam-
ple, they report that adult and child studies have shown that decreased hippocampal vol-
umes may be characteristic only of depressed patients with a history of abuse in child-
hood (Heim et al., 2004). This fascinating body of work emphasizes the importance of
placing both psychosocial and neurobiological factors potentially contributing to the
risk, onset, and development of depression within a mutually informative, interactive,
developmental framework. Perhaps then our newly developed imaging techniques and
the “analytic couch” can and should happily coexist.

A tentative etiological model integrating neurobiological and psychosocial contribut-
ing factors to depression is presented in Figure 5.2. The first step of the model represents
the family agglomeration of mental disorders, whereby depression and other affective dis-
orders are known to run in families. A positive family history of depression of the mother
may then influence children’s prenatal environment by increasing the likelihood of mater-
nal prenatal depression and its neurochemical and behavioral correlates. As evidenced by
research described above, on the brain electrical patterns of infants of depressed mothers,
and by reviews of the correlates of prenatal depression, the prenatal environment may in
turn have a great impact on young infants’ brain structure, function, and chemistry, as
well as on young children’s more general neurohomornal functioning. A positive family
history of depression and prenatal depression are also likely to influence the early
postnatal environment, increasing the odds of maternal postpartum depression and
impacting parenting style and the parent–child relationship. The early environment is
then in constant bidirectional interaction with the children’s neurobiological functioning.

The interaction of children’s neurobiological makeup and their environment can
then give rise to personality patterns that may render them more or less vulnerable to
depression. For example, Canli and colleagues (Canli et al., 2001), using fMRI technol-
ogy, investigated the brain functional correlates of emotion processing associated with
different personality characteristics or traits in healthy women—more specifically, neu-
roticism and extraversion. Results indicated that activation of frontal and temporal corti-
cal regions, as well as subcortical structures, to emotionally positively valenced pictures
was significantly correlated with extraversion, and that left temporal and frontal cortical
activation to negatively valenced pictures significantly correlated with neuroticism. Both
neuroticism and extraversion are known to predict onset of depression in youth and
adults (e.g., Tackett & Krueger, 2005), so it seems reasonable to investigate the neural
underpinnings tying together personality and depression.

Finally, individuals’ neurobiological functioning, together with their developmental
history and ensuing personality, may give rise to depressive symptomatology when con-
temporary triggers, such as stressful life events, occur. As illustrated by the dashed line
linking depressive symptomatology and family history of mental health and psychopath-
ology in Figure 5.2, the cycle of generational transmission of depression can repeat itself
once children suffering from depression become parents themselves.
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CONCLUSIONS

Neurobiological studies have revealed anatomical, functional, and neurochemical anoma-
lies associated with both early-onset and adult-onset depressive disorder. These results,
however, show subtle fluctuations, with considerable overlap in volumetric, functional,
or neurochemical distributions being observed between patients and controls. Perhaps
contributing somewhat to the equivocal nature of available empirical evidence is the
important fact that many of the neurobiological anomalies described in this chapter may
not be specific to depression itself. As we described in the introduction to the chapter,
depression most often occurs in the context of other comorbid conditions such as anxiety.
It may be that many disorders, which we think of as distinct, in fact share similar biologi-
cal etiological mechanisms and that the same phenotype may result from a number of eti-
ological mechanisms, with multiple pathways. Attempting to isolate the neurobiological
correlates of behavior-based disorders, which in fact co-occur more often than they pre-
sent themselves separately, is relatively unlikely to yield reliable markers of any specific
disorder. A lot more work therefore needs to be done before neurobiological findings can
be used as diagnostic markers of depression and other disorders. Diagnostic subgroups of
depression based on the presence or absence of specific neurobiological markers should,
however, be used in research with the aim of identifying etiologically homogeneous clini-
cal populations.

The involvement of certain brain regions, including the prefrontal cortex, the
hippocampi, and the amygdala, has been repeatedly found in both pediatric and adult
populations. The emerging literature on the neurobiological correlates of pediatric
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depressive illness therefore points toward some continuity between adolescent-onset
depression and adult forms of the disorder, and potentially between childhood-onset and
adult depression. Such findings are consistent with the observed continuity in symptoms
and course between juvenile-onset and later-onset cases (e.g., see Avenevoli, Knight,
Kessler, & Merikangas, Chapter 2, this volume). Furthermore, research focusing on very
young children presenting with a significantly increased risk of developing depression and
other difficulties owing to a positive history of maternal depression has shown that some
of the neurobiological anomalies associated with depression in children, adolescents, and
adults may actually be observable within the first few months of life, and that some of
these anomalies may start to emerge during the prenatal period. Such findings point to
the crucial importance of preventative strategies, including prenatal interventions focus-
ing on the treatment and management of maternal depression during the perinatal period.

Also highlighted by the literature on the neurobiological bases of depression is the
importance of environmental factors and their interaction with biological vulnerabilities.
As described above, individuals’ biological and genetic makeup can render them more
vulnerable to depression. Stressful life events, however, may also alter neurobiology, cre-
ating different neurobiological subtypes of depression. Future investigations focusing on
the interactive nature of biology and environmental forces may shed significant light on
potential subtypes of depression, their respective onsets and courses, and the best preven-
tative and treatment approaches to be used.
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6 New Behavioral Genetic
Approaches to Depression
in Childhood
and Adolescence

Jennifer Y. F. Lau and Thalia C. Eley

Several major scientific discoveries of the twentieth century have con-
spired to make genetics a strong contender in explaining individual differences in many
aspects of behavior. Such discoveries include the extension of Mendel’s laws of heredity
to account for complex patterns of inheritance, the unraveling of the molecular structure
of DNA (deoxyribonucleic acid), and most recently the completion of the first draft of the
DNA sequence of the human genome. It is therefore not surprising that there has been a
steady accumulation of behavioral genetic studies aimed at disentangling the role of
nature and nurture in complex psychiatric disorders, including emotional ones such as
depression. This interest has also begun to extend to conditions occurring earlier in devel-
opment, such as in childhood and adolescence. Thus, rather than relying solely on extrap-
olation from adult findings, these studies began somewhat with a tabula rasa, or blank
slate, to provide data from which conclusions about the heritability of early-onset condi-
tions can be drawn.

This chapter offers an overview of behavioral genetic studies of depressive disorders
and related symptoms in children and adolescents. The first two sections present an out-
line of the principles and assumptions of behavioral genetic methodology, discussing
respectively the main quantitative and molecular designs utilized to explore the contribu-
tions of genes and the environment to behavioral phenotypes. Following this, we describe
how these techniques have been applied to developmental research on depressive out-
comes. Collectively, the findings from quantitative genetic studies support a heritable
basis for pediatric depression in addition to substantial environmental contributions, but
the data also implicate complex trends in the size and nature of these effects relative to
age and development, sex, and the severity of the condition. Discussion of these trends
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constitutes a major part of this section. The next section focuses on the identity of specific
genes and the associated neurobiological systems that have been implicated in depressive
disorders by molecular studies. As there are comparatively fewer studies published with
respect to child and adolescent depression, most of the work reviewed will be from stud-
ies of adults. In the final two sections, we focus on some novel questions dominating the
agenda of recent quantitative and molecular research made possible by advances in ana-
lytic techniques. Rather than simply identifying the level of genetic and environmental
influence, recent studies have begun to pose questions about how genetic and environ-
mental risks are expressed through intermediate pathways to affect the phenotype. There
are two main approaches, which are discussed in turn. The first addresses the interplay
between genetic and environmental factors in these phenotypes, whereas the second aims
to identify specific risk markers, also termed endophenotypes, which potentially mediate
the risk effects associated with the distal genotype on the behavioral signs and symptoms
of the phenotype. Consideration of these questions has encouraged collaborative links
between behavioral genetic designs and those of other mainstream approaches, including
neuroscience and psychology.

QUANTITATIVE GENETIC METHODOLOGY

Behavioral genetic designs belong to the category of methodological approaches examin-
ing variation between individual members of a population. Typically, such approaches
explain variability in a dependent or outcome variable by variation in a second set of in-
dependent variables or predictors. What is unique to behavioral genetic designs is that
variance in a phenotype is specifically attributed to genes and the environment (for an
introduction to behavioral genetics, see Plomin, DeFries, McClearn, & McGuffin, 2001).
More crucially, the direction of causation between genes and behavior is assumed to be
one-way, so that naturally occurring variation in the sequencing of DNA molecules that
characterize an individual’s genotype, affects behavior. Behaviors in turn cannot alter
genetic variation except in unusual circumstances, such as in exposure to high levels of
ionizing radiation that may lead to genetic mutation. To the extent that genetic influences
do not account for all variation in a phenotype, the rest is assigned to environmental fac-
tors (and measurement error), of which there are two types: shared and nonshared. The
first refers to aspects of an environment that make family members resemble one another,
and the second are factors that make family members dissimilar. Partitioning individual
variation in behavioral phenotypes into these contributions constitutes one core compo-
nent of behavioral genetic research. To this end, quantitative designs that capitalize on
the different genetic relationships between family members to infer genetic and environ-
mental effects are well established. These designs assume that the degree of behavioral
resemblance between two related individuals varies as a function of their genetic related-
ness and the level at which they share family (shared) environments. Differences in the
expression of a phenotype are attributed to individual-specific (nonshared) environmen-
tal factors. The most common study designs applied to depressive phenotypes are family,
twin, and adoption studies.

Family Studies

Family studies investigate the degree of clustering of depressive conditions among geneti-
cally related family members. A higher-than-chance incidence of depression among first-
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degree relatives is taken as tentative support for heredity. However, such conclusions are
limited by the fact that first-degree relatives are also more likely to share the same family
environment as well as genetics. Thus, these studies are unable to differentiate shared
genetic from shared environmental explanations.

Twin Studies

Twin studies are undoubtedly the more widely used of the designs. In brief these exploit
naturally occurring differences in the genetic relationship between monozygotic (MZ)
and dizygotic (DZ) twins. MZ twins originate from the same fertilized ovum, and thus
share all of their genetic material (A). DZ twins are created by the simultaneous fertiliza-
tion of different ova and therefore, like full siblings, share on average only half of the seg-
regating genes (½A). In addition to genetics, both types of twins also share their family
(shared) environment (C). As both these sources can contribute to the phenotypic similar-
ity observed between twins, MZ and DZ twin correlations can be re-expressed to reflect
these terms. Thus, correlations between MZ twins (rMZ) are equal to A + C, whereas
correlations between DZ twins (rDZ) are ½A + C. It follows that any difference in twin
correlations between MZ and DZ pairs provides a rough estimate of genetic effects (A),
and that any resemblance in MZ twins not due to genetic effects are accounted for by the
shared family environment (C). As family members (including twins) also differ from one
another in their expression of the phenotype, these differences attributed to nonshared
environmental effects and calculated by differences between MZ twins on a phenotype: 1
–rMZ. Applying model-fitting techniques to these structural equations can yield parame-
ter estimates that best fit the data.

Although these comparisons offer a simple method to signpost genetic and environ-
mental contributions on different measures, conclusions drawn from twin analyses are
not without limitations, which include consideration of the equal environments assump-
tion and chorionicity, presence of assortative mating, and the generalizability of findings
(see Plomin et al., 2001, for further details). A key assumption of the twin method is that
MZ and DZ twins experience a shared environment to the same degree, but this can be
violated in at least two ways. First, prenatally MZ twins are more likely to share gesta-
tional environments that are similar to one another, as compared with DZ twins.
Approximately two-thirds of MZ twins develop in the same chorion, the sack within the
placenta where the fetus develops, whereas all DZ twins develop in separate sacks. Sec-
ond, in their postnatal environments, MZ twins may be perceived and treated more alike
by others, in comparison to DZ twins, owing to the closer physical resemblance. As both
scenarios can result in an amplified concordance for a trait among MZ twins relative to
DZ twins, this can artificially inflate heritability estimates. To minimize the impact of
these violations, it is critical to demonstrate that differences in environmental exposure
between MZ and DZ twins are not systematically related to the increased similarity
between MZ twins in behavioral outcomes. Detailed observations have attested to this.
First, MZ twins who are monochorionic (develop in the same sack) are no more alike in
terms of their risk for psychopathology than those who are dichorionic (develop in sepa-
rate sacks; Riese, 1999). Second, aspects of increased postnatal environmental sharing
between MZ twins, such as sharing a bedroom for a greater length of time during child-
hood, do not predict a subsequent similarity in the risk for depression (Cardno et al.,
1999). Third, where parents have mistaken MZ twins as DZ twins (or vice versa), these
variations in parental treatment have not influenced twin resemblance for depressive
symptoms (Kendler, Neale, Kessler, Heath, & Eaves, 1994). Fourth, it has been argued
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that increased similarity in environmental exposure between MZ twins may be driven by
genetic resemblance mediated through behavior rather than environmentally induced.
This suggestion is derived from findings that many aspects of the social environment,
such as perceptions of parenting, life events, and peer groups, are genetically influenced
(Plomin & Bergeman, 1991). If this were true, exposure to more similar environments
would fundamentally reflect genetic effects and thus the impact of this exposure on over-
all heritability estimates would be correctly taken as such.

Assortative mating refers to the well-documented finding that “birds of a feather
flock together,” or the tendency of individuals with similar phenotypes to mate more fre-
quently than expected by chance. The presence of this phenomenon can alter genotypic
frequencies, and thus genetic variance in families. In turn, this may result in correspond-
ing increases in the proportion of predisposing genes shared between DZ twins, beyond
the expected 50%. This may then inflate the resemblance between DZ twins, which
serves to underestimate genetic effects. Although assortative mating has been documented
among affective disorders, it is typically reported more in bipolar disorder than in major
depression (Mathews & Reus, 2001).

The final issue concerning the validity of twin designs is whether twins are represen-
tative of the general (nontwin) population. Twins may have atypical obstetric and
perinatal histories and suffer from birth complications and low birth weights more fre-
quently than singletons (Phillips, 1993), and these differences can lead to variations in
behavioral, emotional, and cognitive development in twins, as compared with singletons.
However, existing studies addressing this issue indicate that twins are largely indistin-
guishable from nontwins in terms of behavioral and emotional problems, including
depressive symptoms (Moilanen et al., 1999). A last caveat that applies to the findings of
all quantitative designs is that the estimates derived relate to a particular population of
genotypes at a specific time in its historical context. As such, extraneous variables such as
evolution or culture, which may change gene frequencies, the expression of genetic
effects, or the frequencies of environmental events, can potentially impact the findings
(Neale & Maes, 2001). Together these limitations imply that any derived estimates of
heritability should not be taken as absolutes, but rather as indications of the role of genes
in different phenotypes. As shown in the following discussion, the twin design can be
extended to more complex model-fitting approaches to test hypotheses of the nature of
genetic and environmental contributions and possible risk mechanisms in depression.

Adoption Studies

The adoption design offers yet another method of disentangling genetic from environ-
mental influences, drawing upon the differential relationships that occur between adop-
tive family members, biological (birth) family members, and nonadoptive (control) bio-
logical family members. In adoptive families, the adoptee shares his or her rearing
environment but not his or her genes, with other family members. In contrast, the
adoptee shares only genetic material, but not the rearing environment, with members of
his or her biological family. Finally, individuals in nonadoptive biological families share
both their environment and their segregating genes with other family members. Thus, the
adoption design produces three different pairings: pairings between “environmental” rel-
atives, between “genetic” relatives, and between “environmental + genetic” relatives.
Similar to the twin design, correlations between dyads within these different pairings can
be reexpressed to reflect the degree of shared genetic and/or environmental components.
The comparison of correlations is then used to yield estimates of genetic and shared envi-
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ronmental influence. A particularly noteworthy feature of this design is that the estimate
of shared environment is directly inferred from the relationship between members of the
adoptive family, rather than seen as the nongenetic residual variance contributing to twin
similarity in the twin design.

Although such designs offer a powerful means for separating environmental from
genetic effects, they have also been criticized in at least three ways (see Plomin et al., 2001
for further details). First, there is the issue of the representativeness of adopted individu-
als, and their adoptive and biological parents, of the general population, which affects the
generalizability of these findings. A counterargument to this is that any variation between
adopted individuals and nonadopted controls is more likely to yield mean rather than
variance differences, the latter of which is critical for estimating genetic and environmen-
tal effects. Moreover, evidence from the Colorado Adoption Project (DeFries, Plomin, &
Fulker, 1994) indicates that biological and adoptive parents are reasonably representative
of nonadoptive control parents, as are adopted children relative to their nonadopted
counterparts. A second issue relates to the fact that biological (birth) mothers also pro-
vide the prenatal environment of their adopted-away children; thus, any mother–
offspring resemblance could be attributed to this rather than shared genes. This possibil-
ity can be tested by examining the similarity between biological fathers and their off-
spring, thus eliminating the potential confounding effects of the prenatal environment.
The final issue concerns selective placement, that is, when adopted parents are chosen on
the basis of their similarity to the biological parents. For example, children of biological
parents with high IQs could be matched with adoptive parents who also score highly on
this dimension. Such matching could obscure the clean separation into genetic and envi-
ronmental effects. More specifically, similarity between offspring and their adoptive par-
ents would be inflated as a result of genetic mediation, whereas increased resemblance
between offspring and biological parents may be attributable to environmentally medi-
ated effects. Fortunately, there is little evidence to suggest selective placement for psycho-
logical traits and disorders, other than IQ.

MOLECULAR GENETIC METHODOLOGY

Although quantitative designs are critical in demonstrating the heritability of particular
phenotypes, they make no assumptions about the identity of specific genes that are
involved. Furthermore, as they are reliant on indirect means of assessing genetic liability,
these effects are considered “latent” or unmeasured. In contrast, molecular genetic
approaches examining the effects of DNA polymorphisms, that is, stretches of DNA con-
taining variation in the sequencing of base pair molecules, on the observable behaviors of
the phenotype, yield direct evidence for the causal role of genes (for more details on
molecular genetic methods, see Eley & Craig, 2005, and Eley & Rijsdijk, 2005). It has
been recognized that depression, like other complex phenotypes, shows a mode of trans-
mission that is consistent with the contribution of multiple genes, each of small effect
size. These are known as quantitative trait loci (QTLs) and refer specifically to genes
involved in determining individual differences of continuously measured traits, of which
the extreme ends are assumed to comprise disordered individuals. Such dimensional phe-
notypes differ from classic Mendelian traits, which are typically under the influence of a
single gene whose presence (or absence) determines the manifestation of the phenotype.
In contrast, QTLs are neither necessary nor sufficient for the phenotype to occur. The
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main implications these differences have for identifying actual genes are that classical
designs used for single-gene disorders can no longer be appropriately applied to complex
phenotypes. Rather, designs with greater statistical power to detect their effects are
needed. This requirement has precipitated an exponential growth in new study designs
and analytic strategies. Together with more efficient techniques to procure and analyze
DNA, and an increased amount of information on variation within the human genome,
these developments have stimulated a proliferation of molecular genetic studies aimed at
locating susceptibility genes for behavioral disorders, including depression. Nevertheless,
to date, these have largely been studies of adult populations.

The two most common strategies used to identify specific genes are linkage and asso-
ciation designs. Both methods utilize genetic markers that are stretches of DNA that vary
between members of a population. Such variation gives rise to different versions, or
alleles, across individuals. If there are multiple types of the allele, these are known as
polymorphisms. As each individual possesses two alleles at a given locus, the particular
combination of a person’s alleles defines his or her genotype. Individuals can be homozy-
gous (two copies of the same allele) or heterozygous (different alleles). Such markers of
genetic variation may have functional significance; that is, they may impact upon mecha-
nisms occurring at the molecular or cellular level, such as in the transcription of a partic-
ular enzyme. This in turn may influence the functioning of certain neurobiological sys-
tems, which can have implications for behavior. In this way, the upstream consequences
of genetic variation may ultimately result in the development of behavioral signs and
symptoms. Although some genetic markers may be directly implicated in pathways lead-
ing to the phenotype of interest, others may merely be located proximally to the disease
gene, a principle that is exploited in linkage studies. Ultimately, the aim of molecular
genetics is to identify gene–trait and gene–disorder relationships by examining relation-
ships between different genetic markers and levels of a phenotypic trait or disorder within
families (linkage) and within populations (association).

Linkage Studies

Linkage studies test for the coinheritance of a genetic marker with a disease (or high lev-
els of a phenotypic trait) within families. In other words, a genetic marker is linked to a
disease if it is more prevalent among affected than among unaffected family members.
Linkage may occur because the marker is itself the susceptibility gene, or because it is
located within close proximity to the gene of interest. As the probability of recombina-
tion decreases for alleles that are positioned closer, that is, where there is a lesser chance
of crossover of alleles in neighboring loci during meiosis, such alleles are often inherited
together. In other words, even if the marker is not directly implicated in the etiology of
the disorder, demonstrating that it is in linkage with high levels of the phenotypic trait
can potentially narrow the search for the susceptibility locus to a particular chromosomal
region.

Traditional linkage analyses involve calculating a function of the probability of
recombination between a known marker position and the unknown location of a predis-
posing gene, called the LOD (logarithmic odds) score. A high LOD score indicates a low
rate of recombination, which in turn suggests that the marker is close to the disease allele.
This translates to meaning a higher degree of linkage for that marker. Although these
methods can be very powerful, they are reliant on the specification of a known model of
inheritance of the phenotype of interest. For complex phenotypes such as depression, for
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which the inheritance mode is far from certain, the statistical power is considerably
reduced. As a result, nonparametric (model-free) methods are needed and often applied.
A common alternative is to simply examine whether there is an excess of marker–allele
sharing between pairs of affected relatives. Exemplifying this approach is the sib-pair
design, which compares the number of shared alleles between concordant siblings (both
members are affected) and discordant siblings (only one member is affected). As siblings
can either share no alleles, one allele, or both alleles at a given locus, one would expect
that in concordant pairs, in which both members manifest the disorder, there is a signifi-
cantly increased sharing of alleles, relative to discordant pairs.

Typically, large linkage studies have capitalized on genome-wide scans in which
markers are uniformly distributed throughout the entire genome and each is tested for the
degree of linkage to a measured trait. In this sense, these methods are systematic, yet in
another they are also considered exploratory, with no prior theory guiding the search.
Although their purpose lies in narrowing the number of chromosomal regions that poten-
tially contain the genes of interest, a specific limitation of nonparametric linkage methods
is that often very broad areas are identified. Thus, it is possible that a marker may appear
to be tightly linked to a locus, but in reality may fall many kilobases away on the actual
chromosome. This makes it difficult to delineate the precise location of the disease gene.
Furthermore, confirming replication between studies is problematic. The use of linkage
studies is optimal when complemented by other methods that can further restrict the
search to more specific locations within the chromosomal region.

Association Studies

Association studies offer a far more accurate method for identifying the locations of spe-
cific genes. They are also more powerful in detecting genes of modest effect size. Whereas
linkage methods rely on within-family inheritance patterns, association studies simply
compare the frequencies of genetic markers at a particular chromosomal region in unre-
lated affected and unaffected individuals, often in the context of a case-control design. A
significant association is reported if a genetic marker occurs at significantly higher fre-
quencies in the affected group, as compared with the control group. These associations
between allelic markers and susceptibility to a disease in a population may represent a
special case of linkage between genetic variants that have been retained over many gener-
ations within the population. In linkage disequilibrium, apparently “unrelated” individu-
als may share common ancestors from whom the susceptibility gene was inherited
together with allelic markers that were in close proximity. Over time, this relationship is
preserved and evident among the affected individuals of the population, thus accounting
for the significance of associations.

The simplicity of association designs has made them particularly attractive in rela-
tion to complex disorders and traits. Furthermore, the choice of alleles to examine can be
guided by findings from linkage studies of markers within a specific region, or by
polymorphisms that have a possible role in the biological etiology of the disorder (e.g.,
being one aspect of a neurotransmitter system). These designs are termed “candidate gene
approaches” and differ from linkage studies that are more atheoretical in nature. Despite
their popularity, there are two main caveats that may apply to the findings of association
studies and that require careful consideration. The first of these is population stratifica-
tion, whereby other sources of genetic variability between affected cases and controls
could spuriously account for observed associations. The most common instance of this
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occurs when differences associated with ethnicity—most notably, physical characteristics
such as eye color—are present. If the affected cases and controls are not carefully
matched for their population of origin, one could potentially obtain a significant associa-
tion between a gene for eye color and the disorder, if the former is more prevalent among
the affected group relative to the unaffected group. One approach to avoid these method-
ological confounds is to consider within-family associations in which there is no variation
due to ethnicity. Examples of this include comparing frequencies of alleles within discor-
dant sibling pairs, or the proportions of transmitted versus nontransmitted alleles in off-
spring from their biological parents (Transmission-Disequilibrium Test). A second design-
related caveat concerns high rates of Type 1 errors or false positives that may result from
multiple testing of the different possible candidate genes. Bonferroni corrections can cor-
rect for these errors, by adjusting the alpha level of each individual test downward so that
the overall risk for a number of tests remains the same. However, as individual QTLs are
likely to have small effect sizes, such corrections can potentially result in there being no
significant associations identified. A possible compromise is to use these tests in the con-
text of well-powered and thus large samples or within internal replication samples.

QUANTITATIVE GENETIC STUDIES OF DEPRESSION

Findings from family and twin studies generally converge on the conclusion that early-
onset depression symptoms are both familial and heritable, with large contributions from
environmental factors (for a review, see Rice, Harold & Thapar, 2002a). Family studies
have revealed significantly elevated rates of major depression in first-degree relatives of
child probands (Birmaher, Ryan, Williamson, Brent, & Kaufman, 1996) and among the
offspring of depressed parents (Weissman, Warner, Wickramaratne, Moreau, & Olfson,
1997), relative to family members of healthy and psychiatric controls. Similarly, twin
studies have documented a profile of moderate genetic influences, weaker shared environ-
mental effects, and large nonshared environmental contributions. Given these findings, it
is surprising that the results of adoption studies stand in stark contrast. Of the two pub-
lished studies, both have reported patterns of results suggesting negligible genetic and
shared environmental effects (Eley, Deater-Deckard, Fombonne, Fulker, & Plomin, 1998;
van den Oord, Boomsma, & Verhulst, 1994). As yet there are few convincing explana-
tions for these conflicting findings. One suggestion has been that participants of both
adoption designs were fairly young (10–15 and 9–12 years) and genetic effects may be
rather minimal in this age range, as discussed next. Another possibility is that genetic
influences demonstrated among twins may be expressed only in exposure to specific envi-
ronments, a topic that is discussed in a subsequent section. These findings both suggest
caution in the interpretation of findings from twin and family studies and highlight a
need for further investigations using such alternative designs.

In spite of these caveats concerning the results of twin studies, perhaps one of their
greatest strengths lies not in providing overall indices of heritability, but rather in serving
as a springboard for the interpretation of the nature and role of genes and the environ-
ment in behavioral phenotypes. Indeed, this usage of the twin design as an exploratory
tool has hinted that the genetic and environmental influences on vulnerability to depres-
sion may not be straightforward. Instead, complex patterns across age, development, and
sex and among individuals with more severe forms of the phenotype have been revealed.
Each of these “moderators” of genetic and environmental influence is considered.

New Behavioral Genetic Approaches 131



Age and Developmental Trends

Cross-sectional comparisons of the magnitude of genetic and environmental indices
across samples of different ages have suggested larger genetic and smaller shared environ-
mental effects in adolescents than in children (Thapar & McGuffin, 1994; Hewitt,
Silberg, Neale, Eaves, & Erickson, 1992; Eley & Stevenson, 1999; Silberg et al., 1999;
Silberg, Rutter, & Eaves, 2001; Rice, Harold, & Tharpar, 2002b; Scourfield et al., 2003).
Although these results may have important implications for the well-documented
increases in rates of depression during adolescence, there are at least three reasons why
these conclusions are premature. First, it is unclear whether age-related changes occur in
both males and females. Whereas two studies have reported larger genetic effects in ado-
lescent females (Hewitt et al., 1992; Silberg et al., 1999; Silberg, Rutter, & Eaves, 2001),
another found increases in adolescent males only (Eley & Stevenson, 1999). A fourth
study showed greater genetic effects among both males and females (Scourfield et al.,
2003). These discrepant findings emphasize the importance of considering age-related
changes in the context of sex effects. Second, there is some difficulty in reconciling these
age trends with reports of substantial genetic influences in early childhood (54–76% at 3
years) as compared with middle childhood (34–48% between 7 and 12 years) (Boomsma,
van Beijsterveldt, & Hudziak, 2005; van der Valk, van den Oord, Verhulst, & Boomsma,
2003). Furthermore, there are also decreasing genetic effects over time during adoles-
cence (a = 48% at wave 1; a = 22% at wave 2; O’Connor, McGuire, Reiss, Hetherington,
& Plomin, 1998, O’Connor, Neiderhiser, Reiss, Hetherington, & Plomin, 1998). Thus,
changes in heritability and shared environment across development appear to be anything
but linear and may even reflect a U-shaped curve. Finally, a different pattern of results has
been found to characterize severe populations, such that genetic influences become
smaller and shared environmental factors larger in adolescent high-scorers (e.g., Deater-
Deckard, Reiss, Hetherington, & Plomin, 1997; Eley, 1997; Gjone, Stevenson, Sundet, &
Eilertsen, 1996; Rice et al., 2002b). Far from providing any simple answers, these dis-
crepant findings with respect to age point to a need for additional research.

Although cross-sectional comparisons of genetic and environmental influences
across age groups provide useful insights into age-related changes, another method for
studying developmental differences is to examine genetic and environmental continuity
and change across time. That is, longitudinal twin data allow an estimation of the extent
to which the same genetic and environmental factors contribute to depression symptoms
at different time points (continuity) and/or whether there are new genetic and environ-
mental factors in operation at a later time point (change). Such studies are informative in
respect to developmental processes unfolding over time and form a parallel line of inquiry
to age comparisons.

Two of the earlier studies utilizing this design demonstrated that whereas genetic fac-
tors contributed to the stability of symptoms over a period of 2–3 years, new environ-
mental effects were responsible for change (O’Connor, Neiderhiser, et al., 1998; Silberg et
al., 1999). Whereas both these studies focused on transitions during adolescence, a fur-
ther three studies examining different age ranges found results deviating from this pat-
tern. Using a sample that spanned childhood and adolescence (5–14 years), Scourfield
and colleagues (2003) demonstrated an opposite pattern of effects, notably the emergence
of “new” genetic influences over a 3-year period, with shared and some nonshared envi-
ronmental influences remaining stable. Similarly, although some genetic influences per-
sisted across time between ages 3 and 7, contributing to stability, new genetic factors spe-
cific to each age were also observed in a second study of childhood problems (van der
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Valk et al., 2003). Finally, our own work has explored genetic and environmental conti-
nuity and change at three time points in adolescence and young adulthood, in which the
average ages of the sample were 14 years, 5 months; 15 years; and 17 years, 8 months
(Lau & Eley, 2006). Results showed a rather consistent profile of genetic effects across
time (45%, 40%, and 45% at each time point, respectively), with decreasing shared envi-
ronmental (19%, 9%, and 0%) but increasing nonshared environmental (36%, 51%,
and 55%) effects. Decomposing these influences into the effects of “stable” and “new”
factors, genes contributed primarily to the continuity of symptoms across time, although
new genetic factors were evident at the second time point, which corresponds roughly to
midadolescence. New nonshared environmental effects emerged at each time point, and
overall these factors contributed to change rather than stability of symptoms.

It is not immediately obvious as to why there are differences between these studies.
They may be due to design-related artifacts, such as the measure used to assess depres-
sion, to the informant or rater, the sex composition of the sample, or the length of follow-
up. A more intriguing alternative is that there are genuine differences between the distinct
developmental transition periods assessed in each study (early childhood to middle child-
hood, middle childhood to adolescence, within adolescence, and adolescence to young
adulthood), which are driven by developmentally sensitive etiological influences. The
possibility that new genes and new environmental influences come “online” at different
stages to account for developmental changes requires further investigation.

Sex Effects

As with age differences, there is some indication of sex-related differences in the size of
genetic and environmental influences on depressive symptoms between males and
females, but the direction of these differences has been difficult to decipher. Four studies
show greater genetic effects among adolescent females (Boomsma et al., 2000; Jacobson
& Rowe, 1999; Silberg et al., 1999; Scourfield et al., 2003), whereas two others report
larger estimates in adolescent males (Rice et al., 2002b; Eley & Stevenson, 1999). Among
children, there is some consensus that females show larger genetic effects (Eley &
Stevenson, 1999; Scourfield et al., 2003; Happonen et al., 2002; van der Valk et al.,
2003), although this has not always been replicated (Hewitt et al., 1992; van der Valk et
al., 2003). Still other studies have found no sex differences in either age group (Bartels et
al., 2003; Bartels et al., 2004; Lau, Rijsdijk, & Eley, 2006; Gjone & Stevenson, 1997;
Thapar & McGuffin, 1994). Together, these studies provide only modest evidence of sex
differences in the heritability of depression. Although some studies reflect more complex
interactions with age, the direction of these effects remains frustratingly unclear.

Extreme Scoring Individuals

There are now at least six articles reporting on genetic and environmental influences of
extreme depression; five have assessed high scores on measures of depression (Deater-
Deckard et al., 1997; Eley, 1997; Gjone et al., 1996; Rende, Plomin, Reiss, &
Hetherington, 1993; Rice et al., 2002b), and one has analyzed clinically significant data
(Glowinski, Madden, Bucholz, Lynskey, & Heath, 2003). Results of the former analyses
are reasonably consistent in suggesting that, as compared with individuals scoring in the
normal range, there are nonsignificant trends for genetic effects to be lower and shared
environmental factors to be greater among high scorers (Deater-Deckard et al., 1997;
Eley, 1997; Rende et al., 1993; Rice et al., 2002b). Unexpectedly, this pattern does not
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extend to the clinically significant sample, which demonstrated heritability and shared
environmental effects comparable to those of normal-ranged individuals. Given that this
latter study constitutes only one of its kind, further replications will be needed before
these differences are interpreted.

The articles analyzing extreme groups also hint at age-related trends, such as that
genetic influences are sizably larger and shared environmental effects smaller in high-
scoring children, whereas nonsignificant decreases in genetic effects and increases in
shared environmental effects characterize older high-scoring individuals (Gjone et al.,
1996; Rice, Harold, & Thapar, 2003). Together, these results suggest that etiological
influences in the development of severe depression are somewhat different between child-
hood and adolescence. These two studies also considered sex differences in group
heritability and shared environmental effects, with neither study reporting significant dif-
ferences. Thus, at present, until further study, etiological mechanisms operating at the
extremes may be considered similar for girls and boys.

Summary

An increased effort to recruit large epidemiological samples of child and adolescent twins
and siblings over the last two decades has permitted the exploration of more intricate
trends in genetic and environmental effects on depressive symptoms in relation to age and
development, sex, and severity of symptoms. Although the findings from behavioral
genetic studies have not been definitive, they provide a potential platform for explaining
certain epidemiological findings in the presentation of depression. Most notably, changes
in the size of genetic and environmental factors or the emergence of “new” influences
may provide possible explanations of observed age- and sex-related trends in prevalence
rates during midpuberty. In addition, establishing the level of genetic and environmental
effects in high-scoring individuals (those presumably at increased risk for disorder) in re-
lation to those falling in the normal range, can offer insight into whether the former set of
individuals represent an etiological disjunction. This can in turn contribute to resolving
the conflicting categorical and dimensional conceptualizations of depression.

MOLECULAR GENETIC STUDIES OF DEPRESSION

The results of 2 genome-wide scans of unipolar depression in adults have only recently
been published (for a more detailed review, see Huezo-Diaz, Tandon, & Aitchison, 2005,
and Levinson, 2005). Although the studies tend to differ in the definition of the pheno-
type, they are reasonably consistent in utilizing the nonparametric sib-pair design. Results
have implicated broad regions within chromosomes 1, 2, 3, 4, 5 6, 7, 8, 10, 11, 12, 15,
and 18 as containing putative susceptibility genes. Despite there being some overlap
between studies the areas identified (chromosomes 1, 4, 6, 7, 8, 11 and 12) are still too
broad to pinpoint exact locations (Huezo-Diaz et al., 2005; Levinson, 2005).

Although conclusions from linkage studies have not been very fruitful, association
studies, which often rely on a priori knowledge that a particular genetic system is
involved in the pathogenesis of depression to narrow their searches, have been compara-
tively more rewarding. By far the most popular neurobiological system targeted in locat-
ing candidate genes is the serotonergic (5-HT) neurotransmitter system, a choice fueled
largely by prevailing physiological theories holding that the activity of monoaminergic
neurotransmitters is somewhat compromised in individuals with depression (for a review
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on the neurobiology of depression, see Hirschfeld, 2000). In short, these neuro-
transmitters, including serotonin, represent the chemically induced transmission mecha-
nisms by which neurons connecting different regions of the brain, particularly those
involved in emotion regulation, communicate. There are now a number of consistent
findings linking deficient serotonin levels and vulnerability to depression in adults.
Among these are pharmacological studies of certain antidepressant drugs that may allevi-
ate symptoms through the alteration of the functioning of this system and studies of indi-
rect markers of serotonergic activity, such as the density of receptor-binding sites or quan-
tities of metabolites and by-products in depressed individuals, which are suggestive of
abnormalities of the system (Charney, Menkes, & Heninger, 1981; Coppen, Eccleston, &
Peet, 1973; Drevets et al., 1999; Lopez, Chalmers, Little, & Watson, 1998). Yet in spite
of this large body of evidence in support of the role of serotonin in depression, it is not
yet known which of the multiple regulatory processes involved in chemical transmission
is responsible for the deficiency in levels (Manji, Drevets, & Charney, 2001). Thus, from
a molecular genetic perspective, studies have had to concentrate on a number of genes
known to code for different steps involved in the transmission process. These have
included identifying genetic variants located within the serotonin transporter gene, sero-
tonin receptor genes, and genes that code the monoamine oxidase type A (MAOA) and
tryptophan hydroxylase (TPH-1) enzymes. These attempts have been met with both posi-
tive and negative results, replications, and nonreplications (for more details on individual
studies, see Huezo-Diaz et al., 2005, and Levinson et al., 2005). Thus far, there are good
theoretically driven reasons for examining genetic variants involved in the release and
regulation of serotonin, but the field is still in its infancy and studies of children and ado-
lescents have been rare.

Expansions into other candidate gene systems have included other members of the
monoamine family such as the noradrenergic and dopaminergic pathways, which may be
involved in the brain reward systems (Huezo-Diaz et al., 2005); the hypothalamic pitu-
itary adrenal axis, which is responsible for activating hormonal responses to acute and
chronic stressors (Villafuerte et al., 2002); and different neurotrophic factors such as
brain-derived neurotropic factor, which are implicated by more recent theories on the
effects of neuroprotection and cellular resilience on the development of depression (Manji
et al., 2001). Despite this relatively rich data base of information on the functional signif-
icance of particular genes, conclusions on their application in molecular genetic designs
are far from definitive.

Identifying QTLs has proven challenging across almost all complex traits, and
reports of high false positive rates and poor replicability across studies tend to character-
ize the field in general. The main reason for this is that complex phenotypes such as
depression are multifactorial. This implies that not only are there multiple genes of small
effect size accounting for the phenotype, but there are also important contributions by
different aspects of the social environment across time. Such complexity can give rise to
three issues that contribute towards the difficulty in the replication of linkage and associ-
ation studies. First, because QTLs are probabilistic rather than deterministic, affected sib-
ling pairs may not all share all chromosomal segments that contain them. Conversely,
they may share many segments by chance. Second, there may be heterogeneity in the eti-
ology of a phenotype. As phenotypes are defined essentially at the behavioral level (rather
than by etiology), the same repertoire of symptoms may represent different genetic under-
pinnings or the sole effects of environmental adversity (phenocopies), which could lead to
no differences observed in the comparison between groups. Finally, as there may be inter-
play between genetic and environmental influences (gene–environment interaction), there
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may be individuals who carry the susceptibility gene but who do not manifest the pheno-
type inasmuch as they have not encountered the appropriate environmental event
(reduced penetrance). Similarly, there may be interactions between different genetic loci
(epistasis) that cannot be easily captured by studying genes independently. Although these
potential issues somewhat dampen the excitement surrounding molecular genetics, the
development of more sophisticated techniques to obtain and analyze DNA have made the
collection of genotype information a very real possibility for many researchers. Indeed, it
is the gradual inclusion of genotype data within large longitudinal samples that already
have high-quality psychosocial and phenotypic data at their disposal, that promises to
revolutionize the field of psychiatric genetics. Nowhere is the introduction of these appli-
cations more exciting than within pediatric samples. This first wave of studies can further
address questions on the role of development, providing a lens to view the dynamic
expression of genetic and environmental factors across time.

GENE–ENVIRONMENT INTERPLAY AND DEPRESSIVE CONDITIONS

Until recently genetic and environmental factors were inaccurately depicted in behavioral
genetic designs as having additive and independent effects on measured phenotypes. The
result was that effects arising from gene–environment interplay were often incorporated
within main genetic and environmental effects in quantitative designs, but essentially
ignored in molecular genetic analyses. Advances in analytical techniques, however, have
ensured a growing body of literature that supports the importance of genetic influences
on environmental risk exposure (gene–environment correlation) and genetic influences on
the susceptibility to environmental risks (gene–environment interaction) in relation to
depressive phenotypes. Examining these processes of interplay thus reflects one approach
to understanding risk mechanisms leading to emotional outcomes. The conceptual basis
and empirical evidence of each is discussed.

Gene–Environment Correlations

Statistically, correlations between genes and the environment arise when the number of
individuals carrying a particular genotype (genotypic frequencies) are not randomly dis-
tributed across levels of environmental risk but, rather, occur more frequently within a
certain environmental stratum. Conceptually, this implies the presence of genetic influ-
ences on exposure to an environmental condition. Gene–environment correlation (rG-
E) can be manifested in three contexts (Scarr & McCartney, 1983). Passive gene–
environment correlation comes about because of the sharing in biological families of both
genes and environment. Thus, it occurs when the effects of parental genotypes are related
to the family environments their children are exposed to. For example, offspring of
depressed mothers are likely to receive both a genetic predisposition to this condition and
the environmental effects of a depressogenic parenting style, which may characterize the
interpersonal styles of such mothers. Evocative rG-E refers to the genetic propensity of
some individuals to elicit or evoke certain reactions from others. These effects may be
mediated through intermediate factors, such as temperament or cognitive style. Thus,
infants who cry easily or show irritability may be more likely to elicit negative reactions
from caregivers, which may then affect on parenting style. Finally, active rG-E occurs
when individuals select, create, and modify their environmental experiences, according to
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particular genetically mediated dispositions. Behaviorally inhibited or shy individuals
may be less likely to seek out friends, instead choosing to engage in solitary play, thus
ultimately influencing socioemotional development.

Longstanding support for genetic influences on many aspects of the environment has
been documented, but such studies have mainly relied on quantitative designs (Plomin &
Bergeman, 1991). These studies have shown first that many “social” risks such as stress-
ful life events aggregate in families (e.g., Rijsdijk et al., 2001), but, more impressive, that
genetic influences have been found on an astonishing array of family environment vari-
ables, including family connectedness (Jacobson & Rowe, 1999), parent–child interac-
tion as assessed by questionnaire (Plomin, Reiss, Hetherington, & Howe, 1994), observa-
tion (O’Connor, Hetherington, Reiss, & Plomin, 1995), or both (Pike, McGuire,
Hetherington, Reiss, & Plomin, 1996), sibling interactions assessed by questionnaire
alone (Plomin et al., 1994) or combined with observation (Pike et al., 1996), parental
divorce (O’Connor, Caspi, DeFries, & Plomin, 2000), and life events (Thapar &
McGuffin, 1996; Thapar, Harold, & McGuffin, 1998; Silberg et al., 1999). Collectively,
these findings suggest that there is far more complexity in the origins of the family envi-
ronment than previously thought. Yet what is most pertinent to the study of risk mecha-
nisms in depression is not that genes influence environments per se, but that genetic
vulnerability involved in the phenotype is expressed through exposure to high-risk en-
vironments. In other words, the genes that are involved in the development of symptoms
should overlap to some extent with those influencing aspects of the child’s environment.
This has also been widely reported in many adolescent studies. To illustrate, we examined
genetic and environmental influences on two social risk variables, maternal punitive dis-
cipline and negative life events, in our adolescent sample described previously (Lau &
Eley, in press). Results showed moderate genetic effects on both measures (both at 31%),
implicating the presence of gene–environment correlation. Next we explored genetic
influences that are shared between each social risk measure and depressive symptoms.
Consistent with other examples in the literature (e.g., Eaves, Silberg, & Erkanli, 2003;
Pike et al., 1996; Rice et al., 2003; Silberg et al., 1999; Thapar et al., 1998), there was
significant overlap in genetic influences between symptoms and each social risk. Together,
these results suggest that genetic liability for the phenotype may be expressed partly
through creation of certain environmental risks.

Although there is widespread evidence for gene–environment correlations, it has
proved challenging to analytically distinguish between the three different types. Neverthe-
less, this taxonomy has been useful in speculating on the various psychosocial paths
through which genetic effects may be expressed across development. For example, it has
been suggested that passive and evocative forms may be more salient in infancy and child-
hood, whereas active processes become increasingly important in adolescence, when indi-
viduals play a more dynamic role in shaping their own experiences. Indeed, one study
that has explored developmental differences compared the relative contributions of
genetic and environmental factors to the relationship between negative life events and
depression in two age groups: 8–11 and 12–17 years (Rice et al., 2003). Genes played a
larger role in this association among older adolescents as compared with the child group,
lending support to the notion that “active” gene–environment correlation, which presum-
ably underlies the genetic effects on negative life events, is of stronger importance to
symptoms in the older age group. The emergence of active processes may also reflect
some of the new genetic influences that emerge in this age range (Lau & Eley, 2006;
Scourfield et al., 2003).
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Gene–Environment Interactions

Interactions refers to the differential effect of one variable at varying levels of another
variable. As such, gene–environment interactions arise when environmental risk effects
change as a function of genetic risk, or when genetic risks are expressed only in the pres-
ence of an environmental stressor. In terms of risk mechanisms, interactions may refer to
genetic influences on reactivity to the environment or to what happens when a stressor
elicits (latent) genetic susceptibilities. Demonstrating gene–environment interactions in
depressive conditions has, for the most part, proven difficult, given that more statistical
power and thus larger samples are required to detect these than main effects. Yet this has
not prevented an accumulation of studies dedicated to finding these effects within both
quantitative and molecular designs.

Family designs afford one possibility for exploring interactions. An earlier study of
our adolescent sample exemplifies this approach, by examining the main and interactive
effects of a composite index of parental familial vulnerability to anxiety, depression, and
neuroticism and other social aspects of the family environment, on self-reported depres-
sive symptoms in the adolescent offspring (Eley, Liang, et al., 2004). The composite index
of vulnerability maximizes familial liability to emotional conditions and is likely to reflect
the effects of shared genes among family members (Sham et al., 2000). A significant inter-
action emerged between this composite and parental educational level in regard to ado-
lescent symptoms (see Figure 6.1). Specifically, individuals who displayed high levels of
familial risk and whose parents lacked educational qualifications had the highest symp-
tom scores. This implies that adolescents in families with high rates of depression are par-
ticularly at risk for depression themselves if their parents lack qualifications. This effect
may be mediated by coping strategies and an ability to seek help, as these skills may be
improved in families that have achieved educational qualifications.
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Although these results are certainly thought provoking in terms of specific pathways
to adolescent depression, they are also limited by a failure to discount the alternative sug-
gestion, that the familial composite reflects shared environmental influences rather than
shared genes among family members. To disentangle these two sources, the twin design is
again required, and variations of these analyses have permitted the two rather different
tests of gene–environment interaction as demonstrated in one study of adolescent females
(Silberg, Rutter, Neale, & Eaves, 2001). This study showed, first, that negative life events
(an environmental risk) exacerbated genetic effects on self-reported depressive (and anxi-
ety) symptoms. Second, individuals at genetic risk for depression (and anxiety), indexed
by the presence of parental emotional disorders, were also more likely to exhibit depres-
sive symptoms following recent negative life events. Thus, the first test indicated differ-
ences in genetic effects across levels of environmental risk, whereas the second showed
genetic influences on reactivity to environmental risk.

An important point to consider in studies of interactions is whether there are con-
founding effects due to gene–environment correlation. Often, what are recognized as
interactions may also be interpreted as genetic risks for depression that increase social
adversity. In fact, the validity of interactions is premised on an assumption that there is
no association between an individual’s genetic makeup and his or her experience of par-
ticular environments. This assumption can therefore be violated when gene–environment
correlations are present, as these occur by definition when individuals with a certain
genotype are more likely to be exposed to particular environmental events. What this
amounts to is that when testing for interactions, it must be very clear that the environ-
mental variable examined is not influenced by genes that are also associated with behav-
ioral outcomes. Should this be the case, this may signify a gene–environment correlation
in the phenotype rather than an interaction. Yet, as gene–environment correlations and
interactions are likely to coexist, a more sophisticated approach is to simultaneously
assess and differentiate these effects (Purcell, 2002).

To this end, we explored whether genetic effects on depressive outcomes varied as a
function of maternal punitive discipline and negative life events (G×E) after controlling
for a finding of genetic effects on these variables. Results for both social risk measures
indicated the joint presence of gene–environment correlation and interaction. Thus,
genetic influences on adolescent depression were not only shared with those on punitive
parenting or life events (gene–environment correlation), but they were also moderated by
the presence of these risks (gene–environment interaction), such that genetic variance
increased substantially with higher levels of each environmental risk. On the basis of
these results, it can be seen that adolescents with higher genetic liability are more likely to
be exposed to the double disadvantage of environmental risk (gene–environment correla-
tion). Furthermore, under these high levels of adversity, genetic risks for depression have
greater opportunity to be expressed (gene–environment interaction).

Perhaps the more precise method of assessing gene–environment interactions, which
has recently created much excitement in the scientific community, is the use of specific
measures of the environment and candidate genes in molecular studies. A groundbreak-
ing study first showed an interaction between a functional polymorphism in the serotonin
(5-HT) transporter promoter region and the effect of life events, in relation to depression
symptoms in adults (Caspi et al., 2003). The 5-HT transporter gene is involved in regula-
tory processes during stress (Hariri et al., 2002), making it an excellent candidate for
interaction with environmental stress. The polymorphism exists in two forms, a long and
a short form. The short allele is less efficient than the longer allele, thus leading to differ-
ences in available serotonin in the brain (Lesch et al., 1996). Analyses revealed that the
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effects of stressful life events were significantly stronger in individuals carrying one or
two copies of the short form of the allele s, as shown by an increase in symptom frequen-
cies and severity. This allele also moderated the longitudinal prediction from childhood
maltreatment to adult depression. We subsequently replicated this finding in adolescent
females, with an interaction between the same serotonin transporter regulatory region
and a family-based measure of environmental risk (including social adversity, family life
events, and parental employment level) (Eley, Sugden, et al., 2004). The effects of family-
based environmental risk were significantly stronger in female adolescents who possessed
at least one short allele (see Figure 6.2). Together these findings suggest that this allelic
variant augments the effects of stress on emotional and behavioral symptoms.

The convergence of quantitative and molecular support has made the study of gene–
environment interactions a topical area of research. However, these concepts are not
entirely unfamiliar to psychologists, who have long used diathesis–stress theories to
define the mechanisms by which latent predispositions are elicited by the occurrence of
environmental stressors. Findings of gene–environment interaction may be viewed as an
extension of these ideas by suggesting that genetic effects act on core processes associated
with stress reactivity. This possibility is explored in greater detail in the next section.

INTERMEDIATE PHENOTYPES AS MEDIATORS OF GENETIC
AND ENVIRONMENTAL RISK

Another approach to understanding genetic and environmental risk mechanisms in
depression is to search for intermediate phenotypes that may reflect or even mediate the
risks associated with these influences. “Endophenotypes” are risk markers or vulnerabil-

140 ETIOLOGY OF DEPRESSION

FIGURE 6.2. Impact of environmental risks on depressive symptom group by genotype in adoles-
cent females.



ity traits that are more proximal to, and thus more directly influenced by, the genes rele-
vant to a behavioral disorder than are its signs and symptoms (Gottesman & Gould,
2003). These genetic markers first caught the attention of molecular geneticists interested
in elucidating specific disease genes. As endophenotypes were assumed to share one or
more of the same genes that confer vulnerability to the disorder of interest and to reflect
more simplistic genetic phenomena, it followed that their use would result in greater sta-
tistical power for the detection of susceptibility genes. A second but more subtle function
of endophenotypes lies in illuminating the elusive pathways by which genes for behaviors
are expressed. More specifically, they provide a means for identifying traits “upstream”
of the products of gene expression but “downstream” from the clinical phenotype
(Gottesman & Gould, 2003). As such, they can be identified at differing levels of analysis
via neurophysiological, biochemical, endocrinological, neuroanatomical, cognitive, and
neuropsychological measures. Several different sets of criteria have been proposed to
help locate putative endophenotypes (e.g., Gottesman & Gould, 2003; Skuse, 2001;
Waldman, 2005). Although there are variations between these suggestions, several key
elements are apparent. First, the marker should co-occur with the disorder and its symp-
toms in the general population as well as in clinical groups. Although disease specificity
and universality (applies to all) are ideal, these are not requirements, given that a com-
mon gene variant may affect multiple phenotypes (pleiotropic) and that there may be eti-
ologically heterogeneous subgroups within the disorder. Second, the marker should be
relatively state-independent rather than an epiphenomenon of the illness and measured
with good reliability. Ideally, it should also possess temporal stability and be a develop-
mental precursor to symptoms. The third and fourth criteria are that endophenotypes
should show evidence of heritability and familial (genetic) overlap with the disorder of
interest.

There are two possible approaches to identifying endophenotypes. Bottom-up
accounts adopt a neuroscience explanation, beginning at the level of genes and progress-
ing to gene expression, to protein function, to neurotransmitters, neural circuitry, and
behavior. In comparison, top-down accounts work in the opposite direction, working
backward from an individual’s behaviors, to reported cognitions, psychological mecha-
nisms, brain function, and genes. Any of these intermediate levels could reflect plausible
candidate markers. Indeed, a recent review of putative endophenotypes for adult affec-
tive disorders identified a series of putative “psychopathological” and “biological”
endophenotypes (Hasler, Drevets, Manji, & Charney, 2004). Each of these was subse-
quently assessed against the criteria discussed previously. In the former category, there
was a mixture of cognitive and affective indices (mood bias toward negative emotions,
impaired reward function, impaired learning and memory, impaired executive functions,
stress reactivity) as well as behavioral dimensions (neurovegetative signs, diurnal varia-
tion, psychomotor change). The latter category consisted of abnormalities in the structure
and function of brain regions that partake in the circuitry known to modulate emotional
behaviors (amygdala and other limbic structures, prefrontal cortical regions, thalamus,
and basal ganglia), alterations in certain neurobiological systems that allow reciprocal
communications between these different regions (serotonin, dopamine and norepin-
ephrine), altered hypothalamic–pituitary–adrenal (HPA) axis activity, and, finally, impair-
ments in mechanisms that are involved in intracellular signaling pathways and that may
be involved in neuroprotective effects and cellular resilience.

Although the mechanisms discussed here include risk factors that are well estab-
lished in relation to the etiology of adult depression, very few studies have critically eval-
uated their potential as mediators of the distal genotype. By tabulating each candidate
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marker’s fulfillment of the endophenotypic criteria, the authors demonstrated that
impaired reward function, neuroticism (a measure of stress reactivity), tryptophan deple-
tion (an index of serotonergic function), and dysfunctional cortisol responses (a marker
of the abnormal HPA axis) met the majority of the requirements. Whereas each of these
was hypothesized to reflect a different aspect of the genetic liability to depression, stress
reactivity was proposed as a specific marker of gene–environment interaction. That is,
neuroticism could constitute a genetically mediated diathesis influencing sensitivity to
stressful events, thus underlying the observed interaction effects between genes and the
environment.

Despite the finding of significant genetic effects on pediatric depression, the identifi-
cation of endophenotypes has been somewhat lacking, falling behind that of other pediat-
ric phenotypes such as ADHD, which have been the topics of various extensive reviews
(Doyle, Faraone, et al., 2005; Doyle, Willcutt et al., 2005; Waldman, 2005). Given the
relevance of gene–environment interactions in depression in younger samples, aspects of
stress reactivity are particularly promising candidates. In our group, we have taken a top-
down approach to the identification of these markers, with a particular interest in cogni-
tive biases traditionally implicated in the development of these depressive behaviors. As
some of these cognitive biases are considered to influence an individual’s response to
external, particularly negative events, we speculated that they may reflect genetic risk
markers that were expressed through increased stress reactivity, thus accounting for
gene–environment interactions. Given that these cognitive factors were identified through
many existing and well-articulated cognitive models of depression, their association with
depression was already established. Thus, the next steps we took in evaluating their
potential as genetic markers were to explore their genetic and environmental structure
and to examine the nature of their links with depressive conditions.

One of our first studies addressed these questions in relation to adolescent attribu-
tional style (Lau et al., 2006). According to the learned helplessness model (Abramson,
Seligman, & Teasdale, 1978), later reformulated as the hopelessness theory (Alloy,
Abramson, Metalsky, & Hartlage, 1988), attributional style is a risk factor for depres-
sion. Individuals who attribute negative events to internal (directed to the self), stable
(likely to persist across time), and global (likely to affect many aspects of life) causes are
thought to have increased risks for experiencing depression. These individuals may also
possess an opposite pattern of attributions for positive events, such that these are inter-
preted using external, unstable, and specific reasons. This differential style of responding
to environmental events is thought to be fully expressed in the presence of life events.
Thus, attributional style is a stress–diathesis model and may be involved in moderating
reactivity towards negative events. Given the robust evidence in favor of this model (e.g.,
Hankin, Abramson, & Siler, 2001), we set out to unravel its genetic and environmental
etiology. Analyses of self-reported data on adolescent attributional style revealed that,
like depressive symptoms, this cognitive factor was primarily influenced by genes (35%)
and nonshared environmental effects (60%) (Lau et al., 2006). Moreover, common
genetic and nonshared environmental influences between attributional style and concur-
rent depressive symptoms, which contributed to their phenotypic relationship, were
found. Thus, making negative attributions is more than just a learned trait but is also her-
itable. More provocatively, these results are consistent with the interpretation that
attributional style reflects some genetic liability to depression.

Also compatible with these findings, more recent analyses of our younger sample of
8-year-old twins show that another aspect of cognitive bias, threat perception, as indexed
by a measure of the interpretation of ambiguous scenarios, was moderately heritable
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(24%) but predominantly influenced by nonshared environmental influences (69%) (Eley
et al., in press). Although genetic effects on depressive symptoms were marginally smaller
(16%), with shared and nonshared environmental effects at 15 and 70%, respectively,
genetic and environmental overlap between this bias and self-reported depressive symp-
toms was evident. Moreover, these shared components were influential in explaining the
phenotypic correlation between them. As with attributional style, the interpretation of
ambiguous situations is also thought to operate by influencing individual differences in
the evaluation of threatening events.

Although identifying putative genetic markers from traditional psychological theo-
ries of pediatric depression has yielded positive results, not all cognitive biases are reflec-
tive of genetic effects or shared genetic links with symptoms. Instead, it is very plausible
that some aspects of “response style” in reacting to environmental events are influenced
primarily by the social environment. A recent example highlighting this possibility was a
study of cognitive biases in regard to social relationships in our group of 8-year-olds
(Gregory et al., in press). Specifically, the origins of negative perceptions and expectations
of others and beliefs about others views of oneself, and their links with depressive (and
anxiety) symptoms were explored. These “interpersonal cognitions” showed very little
evidence of genetic influence, but rather were explained by nonshared and, to a lesser
degree, shared environmental influences. Moreover, their relationship with depressive
symptoms was mediated largely by environmental factors. This finding is somewhat
unusual, given the previous findings of attributional style and threat perception; however,
the authors reasoned that such social-cognitive biases may in fact reflect actual environ-
mental experiences, such as social interactions operating within the family (parent–child
attachment, family discord) or in the peer group (bullying, rejection). Thus, an initial
interpretation of these results is that some cognitive biases mediate sources of environ-
mental adversity in the development of depressive symptoms, rather than reflecting genet-
ically mediated dispositions.

SUMMARY

With the exception of some discrepancies in the results of particular study designs, the
application of behavioral genetic methodology to the study of pediatric depressive symp-
toms and disorders has highlighted the importance of studying both nature and nurture
in these conditions, paralleling findings for many other childhood disorders. The pairing
of more sophisticated conceptual questions with newer analytical tools has moved the
field beyond examining the extent of genetic and environmental influences, however, to
asking questions about the nature of these effects and how they may be expressed. There-
fore, we have aimed to highlight not only the level of impact of genetic and environmen-
tal influences across various moderators, such as age and development and sex, and
among extreme-scoring populations, but also their interplay in the development of symp-
toms. We have also explored the more exciting efforts aimed at identifying intermediate
factors and processes by which genetic and environmental risks take effect on behavioral
outcomes. A successful search for endophenotypes will necessarily involve integrating dif-
ferent levels of explanation that stem from other disciplinary approaches within genetic
studies. Moreover, such integrative studies should be considered in the context of devel-
opmental change, that is, the differences in the interplay between factors across different
stages of development. This is where collaboration between neuroscientists, psycholo-
gists, and behavioral geneticists will prove to be most fruitful, with the opportunity to
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piece together what at first seem to be rather discrepant parts of a puzzle in building
an overall picture of the development of depression. At present, integrative studies
have either selected top-down (behavior–cognitions–brains–genes) or bottom-up (genes–
protein–function–behavior) approaches, but eventually studies need to attempt the more
ambitious task of considering these approaches in parallel. Dialogue between these per-
spectives should meet at the level of the brain, highlighting potentially different avenues
for intervention and prevention of the often lifelong and debilitating condition of depres-
sion.
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7 Emotion Regulation
and Risk for Depression

C. Emily Durbin and Daphna M. Shafir

Contemporary etiological models of mood disorders have proposed that
the central abnormalities in internalizing disorders are localized in processes related to
emotion, such that difficulties with emotion and/or its regulation are at the core of the
pathophysiology of depression. Empirical evidence implicating abnormalities in emo-
tional systems in depression has derived from a number of sources, including the fields of
neuroscience (Davidson, 1998), developmental psychology (Zeman, Shipman, & Suveg,
2002), and personality psychology (Clark, 2005). Affective science, a domain of study
focused on emotion phenomena, their development, and neural and psychological corre-
lates, has begun to emerge as a distinct field of inquiry (Davidson, Jackson, & Kalin,
2000), yielding promise to further the methodological sophistication and theoretical clar-
ity of research on emotion. In turn, it is likely that advancement in our understanding of
emotion will contribute significantly to the literature on the etiology, developmental
course, and maintenance of mood disorders across the lifespan. However, despite bur-
geoning interest in the concept of emotion regulation and its relevance to psychopatholo-
gy, there remain a number of unresolved questions regarding the construct of emotion
regulation, its measurement, and developmental trajectory. Successfully addressing these
basic issues will be a vital part of the larger attempt to map the emotion and emotion reg-
ulation processes implicated in mood disorders.

It is evident in the language we use to describe our emotional experience that
humans have intentions to regulate aspects of our emotional experience (including the
subjective, physiological, and expressive components of emotion), and that intentions to
regulate our emotions may arise from personal or interpersonal goals or a recognition of
sociocultural norms regarding emotion (Tsai, Chentsova-Dutton, Freire-Bebeau, &
Przymus, 2002; Markus, Kitayama, & VandenBos, 1996). These intentions motivate
strategic engagement in behaviors aimed at changing some aspect of our emotional expe-
rience. The construct of emotion regulation is intuitively appealing to those interested in
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understanding and treating depression, because it seems to tap an important component
of healthy adaptation that appears disrupted in depressed individuals and points toward
specific targets for intervention. Furthermore, disruption in emotion regulation offers a
face valid explanation for some of the functional difficulties associated with depression.
Unfortunately, many of the early explorations of emotion regulation abnormalities in
psychopathology simply inferred the presence of emotion dysregulation from behavioral
or emotional problems. However, more recent work has begun to directly test the nature
of emotion regulation deficits in disordered samples, as well as to build on the basic liter-
ature on emotion in nondisordered individuals. The aim of this work is to build more rig-
orous conceptualizations of emotion regulation that focus on defining precisely what is
regulated in emotion regulation, to what end, and by what mechanisms.

We begin this chapter by reviewing prototypical definitions of emotion regulation, as
well as criticisms that have been made of those definitions, and exploring the implications
of these alternative conceptualizations for notions of the role of emotion regulation in the
etiology and development of mood disorders. Next, we summarize plausible models of
the association between emotion regulation and depression in children. Finally, we review
the existing empirical literature on emotion regulation as it relates to the developmental
psychopathology of mood disorders.

CLARIFYING THE CONSTRUCT OF EMOTION REGULATION

Varying definitions of emotion regulation have been proffered (Campos, Frankel, &
Camras, 2004; Cole, Martin, & Dennis, 2004; Gross, 1998a; Thompson, 1994), but all
have in common a recognition that the capacity to coordinate the action of emotional
systems in tune with the changing demands of the environment is an important compo-
nent of adaptive human functioning (Campos, Mumme, Kermoian, & Campos, 1994).
Most definitions also assume that there are evolutionary origins for the psychological
processes tasked with allowing for the flexible modulation of ongoing emotional experi-
ence. However, working definitions of emotion regulation have also varied along several
dimensions, including (but not limited to) (1) the identified goal or function of emotion
regulation processes with respect to psychological adjustment; (2) the extent to which
emotion regulation is viewed as distinct from the processes of emotion itself; (3) whether
they focus exclusively on negative emotions or consider both positively and negatively
valenced emotions; (4) the explicitness with which the regulated components of emotion
are identified; and (5) their developmental specificity.

The definitions offered by Gross (1998a) and Thompson (1990) are particularly
illustrative of the different ways in which emotion regulation has been conceptualized.
Gross’s definition is similar to lay concepts; he described emotion regulation as “pro-
cesses by which individuals influence which emotions they have, when they have them,
and how they experience and express these emotions” (Gross, 1998a, p. 275). Several
features of this definition are notable. It is applicable to both positive and negative emo-
tions and implies the presence of self-regulatory mechanisms that are independent of
those responsible for the generation of emotion. This framing of emotion regulation
implies a significant strategic component and assumes that these regulatory processes are
capable of acting directly and successfully on emotional experience. In terms of develop-
mental specificity, Gross’s definition appears to describe relatively mature capabilities
that may not be available early in life.

In contrast, Thompson offered a view of emotion regulation that does not presup-
pose the success of strategies thought to serve a regulatory function. Thompson (1994)

150 ETIOLOGY OF DEPRESSION



defined emotion regulation as extrinsic and intrinsic processes that serve to monitor, eval-
uate, and alter emotional reactions, including mechanisms that act on the causes of emo-
tion as well as those that alter the parameters that define an emotional response (e.g.,
valence, intensity, time course, and expressive components). This conceptualization dif-
fers from Gross’s in that it does not imply that all putative emotion regulation processes
actually change emotional experience. In fact, Thompson highlighted the challenge of
emotion regulation, noting that these processes are called upon to impact affective sys-
tems that are evolutionarily ancient. Furthermore, Thompson’s definition broadens regu-
lation processes to those external to the person, and makes explicit that regulation may
serve goals other than the pursuit of particular emotional experiences (i.e., pleasant
affect). According to Thompson (1990), one developmental function of the acquisition
and elaboration of emotion regulation skills is that these processes allow emotion to
become involved in the organization and shaping of higher-order behavior. In that
respect, emotion regulation is seen as adaptive to the extent that it facilitates goal
achievement; pleasant emotional experience may in fact be secondary to this function.
Therefore, emotion regulation may conceivably involve the generation or maintenance of
negative emotion, or the suppression or mitigation of positive emotion. As noted by Cole
et al. (2004), emotions are subject to regulation, but are also themselves regulating. Emo-
tions shape multiple domains of an individual’s functioning, as well as influence the
behavior of others in his or her environment.

Both Gross’s and Thompson’s definitions of emotion regulation appear to suggest
that emotion regulation mechanisms are independent of the processes involved in the pro-
duction of emotions. In contrast, Campos et al. (2004) argued that emotion regulation is
composed of the same processes that give rise to emotion, such that one cannot distin-
guish cleanly between the unfolding of an “unregulated” emotion and the regulatory pro-
cesses that come online after the onset of an emotional response. They described emotion
regulation as coterminous with emotion, with both involving the selection of goal-
oriented responses, monitoring the effectiveness of these responses, and modifying them
in the service of attaining goals in the person’s environment.

Campos et al.’s (2004) model of emotion regulation raises an important point for
understanding the role of emotion regulation in mood disorders. If emotion and emotion
regulation processes are the same, or even only partially overlapping, one cannot under-
stand the role of emotion regulation in the etiology and maintenance of mood disorders
without also exploring abnormalities in basic emotional processes not typically conceived
of as regulatory. If this model is correct, then observational or self-report measures pur-
porting to tap emotion regulation difficulties could in fact reflect the outcome of abnor-
malities in any part of the larger system responsible for the generation, unfolding, and
modulation of emotion. Emotion regulation problems in depression may be secondary to
more general abnormalities in emotional systems, rather than specific problems in the
strategic selection and implementation of regulation strategies (e.g., rumination, reap-
praisal, etc.).

MEASUREMENT ISSUES IN EMOTION REGULATION

In addition to core definitional problems in the study of emotion regulation, the field also
faces considerable measurement and design challenges. Observations that the presence of
putative emotion regulation behaviors (e.g., distraction) co-occur with indicators of emo-
tional arousal do not demonstrate that these behaviors are actually regulatory in the
sense that they alter the underlying emotional processes. Rather, they could simply be an
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indicator of increased emotional intensity (they are part of the phenomena of emotion),
or they could indicate an attempt at regulation that is in fact ineffective (separate from
the emotion, but not actually altering its course or intensity). Buss and Goldsmith (1998)
applied temporal contingency analyses to fine-grained coding of fear and anger and emo-
tion regulation behaviors in infants to test whether the occurrence of putative regulatory
behaviors did indeed result in subsequent changes in emotion intensity. They examined a
number of possible regulators, including approach, withdrawal, distraction, and social
referencing behaviors. They found limited support for the notion that the regulatory
behaviors examined did in fact change the intensity of either fear or anger. Rather, find-
ings were more consistent with the argument that these “regulatory” behaviors marked
greater intensity of the emotional response and therefore are perhaps best viewed as part
of the emotion itself. Findings such as these bolster Campos et al.’s (2004) position that
emotion and emotion regulation are part and parcel of the same set of processes. More-
over, they demonstrate that our intuitions regarding which behaviors function to regulate
emotion may not be borne out empirically. Unfortunately, Buss and Goldsmith’s (1998) is
the only study to use coding and statistical analyses that disentangle emotion and regula-
tion behaviors in an observational study. It is not clear from this single study whether
emotion regulation behaviors would emerge as distinct processes in an older sample of
children or adolescents.

DISTINCTIONS BETWEEN EMOTION, EMOTION REGULATION,
AND TEMPERAMENT

If one takes seriously the notion that emotion regulation problems are indicative of
broader systemic difficulties in emotional systems, then it is important to fit emotion reg-
ulation within a broader nomological network of constructs relevant to the etiology and
course of mood disorders. Modern models of child temperament and adult personality
emphasize the centrality and lifespan continuity of emotion-related traits (Goldsmith &
Campos, 1990; Shiner, 2000). Temperament is typically defined as individual differences
in basic emotional reactivity and in the processes that moderate that reactivity (Rothbart
& Bates, 1998). Therefore, temperament/personality may provide a framework for mod-
eling the relationship between emotion regulation and depression. Two core traits present
in most structural models of temperament/personality (John & Srivastava, 1999) are rele-
vant to emotion and represent the “Big Two” of adult personality and child tempera-
ment: Negative Emotionality/Neuroticism (NE) and Positive Emotionality/Extraversion
(PE). The facets of PE include the propensity to experience positive emotions (such as
joy), as well as social dominance, vigor, reward seeking and consumption, and behavioral
engagement. NE includes the tendency toward negative emotions (such as sadness, anger,
and fear), as well as difficulty regulating those states, and high reactivity to stress (Wat-
son & Clark, 1997; Clark & Watson, 1999). The frequent and intense negative mood
states that define NE/Neuroticism might emerge from greater difficulty dampening or
managing negative emotional reactions in those high in NE, and/or from a lower thresh-
old for elicitation or greater intensity of elicitation of negative emotions. Similarly, low
trait PE may be associated with difficulty upregulating positive emotions, or a higher
threshold for elicitation or lower intensity of positive emotions.

Individual differences in PE and NE have been identified as possible diatheses for
mood disorders. Clark, Watson, and Mineka’s (1994) tripartite model proposed that high
NE reflects a predisposition to multiple forms of psychopathology (including mood disor-
ders), whereas low PE specifically predisposes a person to depression. Consistent with the
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tripartite model, self-reported low levels of PE and high levels of NE have been linked
concurrently to depression in both adult and child clinical samples (Watson, Clark, &
Carey, 1988; Brown, Chorpita, & Barlow, 1998; Lonigan, Carey, & Fitch, 1994;
Chorpita & Daleiden, 2002). More important, PE and NE have been prospectively linked
to the development of depression in adults (Hirschfeld et al., 1989; Kendler, Neale,
Kessler, Heath, & Eaves, 1993; Clayton, Ernst, & Angst, 1994).

Longitudinal studies of child temperament have also documented links between early
childhood measures of low PE and high NE and the later development of depression.
Observational ratings of children’s levels of positive and negative emotions and other
subtraits of PE and NE obtained during the preschool/early childhood period have been
shown to predict depressive symptoms and mood disorders in adulthood (Caspi, Moffitt,
Newman, & Silva, 1996; van Os, Jones, Lewis, Wadsworth, & Murray, 1997; Block,
Gjerde, & Block, 1991). Thus, individuals who later develop mood disorders exhibit
abnormalities in emotionality in childhood, which suggests that these traits are early
markers of depression and possibly are causally related to its development. An important
avenue for future developmental psychopathology research will be to test whether these
early diatheses interact with developmentally salient stressors, such as pubertal onset (Ge,
Conger, & Elder, 2001), loss events (Monroe, Rohde, Seeley, & Lewinsohn, 1999), or
school transitions, to predict mood disorders in children and adolescents. Consistent with
the notion that emotionality traits are a diathesis for depression, PE and NE have a
genetic basis and exhibit stability over developmental time (Roberts & DelVecchio, 2000;
Pedlow, Sanson, Prior, & Oberklaid, 1993; Rothbart, Ahadi, & Evans, 2000). Moreover,
the finding that emotion and emotion regulation abnormalities characteristic of depres-
sion may appear well prior to the emergence of frank mood disorders has implications for
intervention and prevention efforts.

Studies using observational and laboratory measures of emotion in children identi-
fied as being at risk for depression also support the claim that emotion expression and
regulation processes may be part of a diathesis for depression. For instance, the offspring
of parents with mood disorders are characterized by low PE and high behavioral inhibi-
tion (a trait with elements of both PE and NE) in laboratory tasks designed to measure
individual differences in emotionality and emotion regulation (Durbin, Klein, Hayden,
Buckley, & Moerk, 2005; Kochanska, 1991; Rosenbaum et al., 2000). However, none of
these studies have attempted to tease apart whether observed differences in children’s
emotional behavior are driven by differences in emotion regulation processes or by more
basic elements of emotional reactivity. In one study (Durbin et al., 2005) preschoolers of
mothers with a history of depression also exhibited higher levels of context-inappropriate
negative emotions, which were defined as negative emotions occurring in contexts
designed to elicit positive emotions, or negative emotions unusual for their situational
context, such as anger (rather than fear) in response to the appearance of an unfamiliar
male. High levels of these incongruous emotional reactions are consistent with difficulty
in regulating emotional reactions to situational demands among children at risk for
depression (Durbin et al., 2005), but are also consistent with other mechanisms.

If one views emotion and emotion regulation as part and parcel of the same set of
processes, then this literature is consistent with the claim that children with or at risk for
mood disorders are characterized by abnormalities in emotion regulation. However, it is
also possible that these children simply differ from their low-risk peers in nonregulation
aspects of emotion, such as (for example) the threshold for elicitation of particular emo-
tions, the intensity of their emotional reactions, or the time course of their emotional
reactions. Individuals who experience more frequent and/or intense emotional reactions
may simply have more emotional material to regulate, so that regulatory difficulty repre-
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sents not a deficit, but the greater challenge involved in modifying more intense and/or
frequent emotions. If NE and PE emerge from individual differences in reactivity to
emotion-eliciting stimuli, then it stands to reason that individuals high in these traits may
be highly reactive to their environments, which may result in greater frequency of pertur-
bations of their affective systems and therefore greater need for regulation. Thus, one can
see high NE or low PE individuals as differing from individuals with average levels of
these traits in their success at regulating negative or positive emotions, or in the amount
of those emotions they are prone to experience, or some combination of both. Although
the relevant literature is sparse, one study in adults suggested that self-reports of particu-
lar emotion regulation strategies (suppression and reappraisal) were modestly correlated
with self-reports of PE and NE (Gross & John, 2003). This suggests that emotionality
traits and specific emotion regulation behaviors are discriminable at the self-report level,
but does not demonstrate that they in fact emerge from distinct processes.

Rather than impede emotion regulation, it is possible that high levels of PE and NE
may actually promote the development of emotion regulation capacities. Fox and Calkins
(2003) argued that temperamental emotionality may influence the development of emo-
tion regulation skills by providing opportunities for external agents to support and shape
a child’s regulation of his or her emotions. If this is the case, then children who experience
or express more frequent and/or intense emotions will have greater opportunities to learn
emotion regulation skills (to the extent that their environment provides such education).
One might predict that high PE and NE would interact with aspects of the social environ-
ment to predict depression, so that high levels of these traits would be associated with ele-
vated risk for depression only if effective instruction in regulation was not provided by
caregivers or other socializing agents. Empirical studies using prospective designs to test
this hypothesis in child samples would provide an important test of the developmental
association between NE, PE, and emotion regulation behaviors.

Campos et al.’s (2004) model of emotion regulation takes into account individual
differences in the elicitation of emotion. They argued that emotion regulation processes
may be centered on an individual set point or personal baseline state that could differ
considerably across individuals, so that the end point of regulation is not uniform. One
plausible determinant of this baseline set point is temperamental differences in emotional-
ity. It is possible that individuals at risk for depression have baseline set points for the
experience of positive emotions and of negative emotions that differ from those of indi-
viduals at low risk. To the extent that this set point is undesirable (less than euthymic),
regulatory processes may not be successful at achieving a preferred state, or reaching such
a state may require more exertion of or more flexibility of regulatory behaviors for at-risk
individuals than for individuals with a euthymic set point.

Thus, it is plausible that individuals at risk for depression use similarly effective reg-
ulatory strategies as individuals at low risk, so that the overall effectiveness of these strat-
egies for changing the magnitude or duration of an emotion is similar, but that for indi-
viduals at high risk, the regulation tactics leave them further from a euthymic state. For
instance, the retrieval of positive autobiographical events following a mood induction
improves the mood of nondysphoric adults, but it does not elevate the mood of dysphoric
adults (Joormann & Siemer, 2004). The differential usefulness of this strategy could be
due to the way in which these positive events are accessed and utilized, or perhaps this
mood repair strategy is simply inadequate to counteract particularly negative mood
states. If emotion regulation strategies such as these prove ineffective at attaining
euthymic mood, dysphoric individuals may eventually succumb to learned helplessness
(Seligman, 1975) concerning emotion regulation strategies, becoming less likely to engage
in strategic attempts at mood regulation. Thus, high levels of NE or low levels of PE may
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result in a failure to acquire a broad repertoire of emotion regulation skills or in a reduc-
tion over time in the variety of skills in that repertoire.

High levels of PE or NE may also impact the selection of emotion regulation strate-
gies from one’s repertoire; more intense emotional reactions may bias one toward the
selection of regulation strategies that are less effective. As noted by Compas, Connor-
Smith, and Jaser (2004), the effect of temperament traits on depression risk may be par-
tially mediated by coping/emotion regulation strategies, so that temperament traits influ-
ence the selection and implementation of coping strategies. One emotion regulation strat-
egy that may be influenced by temperamental NE is rumination, which is defined as
repetitive thinking about depressive symptoms and their causes and consequences
(Nolen-Hoeksema, 1991). Perhaps rumination reflects a passivity regarding the ability to
change one’s negative emotions, coupled with a persistent focus on one’s emotions. High
NE would be expected to be associated with more intense and frequent negative emo-
tions, thus leading to lower expectations that one can modulate negative feelings, and
possibly greater rumination, which in turns feeds back to increase the likelihood of per-
sistence of the emotion and its recurrence in the future. Thus, there are numerous mecha-
nisms by which individual differences in temperamental emotionality traits may explain
the link between emotion regulation variables and depression.

In addition to PE and NE, some developmentalists have argued for the relevance of a
third temperament construct to risk for depression, namely effortful control. Effortful
control refers to individual differences in the domain of executive functioning capacities,
including the ability to inhibit dominant responses and to shift attention (Rothbart et al.,
2000), which would thus be expected to influence broad classes of self-regulatory capaci-
ties, including emotion regulation. Effortful control processes first become evident near
the end of the first year of life, grow rapidly during the toddler years, and become more
organized and elaborated as a trait into early childhood and beyond (Kochanska,
Murray, & Harlan, 2000). This suggests that individual differences in the developmental
trajectory of effortful control may be related to differences in the emergence, flexibility,
and success of emotion regulation strategies in children and adolescents. Kieras, Tobin,
Graziano, and Rothbart (2005) found that young children who scored high on labora-
tory measures of effortful control (EC) exhibited more regulation of emotion following a
disappointment paradigm than children who scored lower on EC indices. High EC chil-
dren showed similar amounts of positive affect following receipt of a desired and an
undesired gift, whereas low EC children showed more positive affect to the desired gift
than to the undesired gift.

Block and Block (1980) described two personality constructs relevant to emotional/
behavioral regulation and effortful control processes in general: ego control and ego resil-
iency. Ego control refers to the extent to which a person regulates his or her behavioral
tendencies; low levels are associated with impulsivity, poor planning, and failure to
inhibit previously rewarded behaviors. Extremely high levels of ego control, in contrast,
are characterized by excessive restraint and a lack of spontaneity. Thus, one might expect
high levels to be associated with excessive regulation of emotional responses; such
overcontrol could reduce negative emotions, but could also dampen positive emotions.
Low levels of ego control should be associated with diminished ability to enact emotion
regulation behaviors, and therefore with greater frequency and/or intensity of both nega-
tive and positive emotions. Block and Block’s second construct, ego resiliency, refers to
the ability to adaptively modify one’s temperamental level of ego control in a contextu-
ally appropriate manner that maximizes fitness with environmental demands. Presum-
ably, high levels of ego resiliency would be associated with the capacity to regulate emo-
tions smoothly and within the boundaries expected in different environments. Low levels,
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in contrast, may be predicted to result in similar levels of emotion regulation regardless of
context and difficulty modulating one’s regulation of emotion to serve other goals.

Very few other theorists have incorporated the notion of contextual flexibility of
emotion regulation or other aspects of the construct of ego resiliency into models of
adaptive emotion regulation. Moreover, constructs such as effortful control and ego con-
trol and resiliency point to the importance of examining whether mood disorders are spe-
cifically associated with problems in the regulation of emotion or emotion-guided behav-
ior, or more generally characterized by difficulty in the regulation of a broader set of
behaviors. From a developmental perspective, it will be important to understand how the
development of emotion regulation abilities unfolds in the context of broader self-
regulatory capacities, as well as to test when and by what mechanisms children develop
the ability to flexibly modify their levels of emotion.

SPECIFIC EMOTION REGULATION CONSTRUCTS LINKED TO DEPRESSION

Although a number of crucial questions regarding the conceptualization of emotion regu-
lation remain, the presence of competing frameworks for understanding this domain
should stimulate theoretically motivated empirical work. This should involve developing
a more refined taxonomy of the processes involved in the regulation of emotion, one that
explicitly identifies the causal effect of putative regulation strategies on particular emo-
tions, and that begins to lay out the underlying mechanisms (neural, physiological, behav-
ioral, interpersonal) that constitute particular emotion regulation strategies. In order to
advance our understanding of the relationship between emotion and depression, it is nec-
essary to examine which particular components of emotion and/or its regulation are
implicated in the etiology of depression. There are a number of parameters of emotion
and emotion regulation that could potentially be involved in increasing risk for depres-
sion, such as (1) the extent to which a person strategically engages in emotion regulation
and in which contexts he or she employs these strategies; (2) the typical intensity of the
emotions the person has to regulate; (3) the distance between the person’s desired hedonic
state and his or her typical emotional state; (4) the variability (number and breadth) of
emotion regulation strategies available to the person; (5) the effectiveness with which
available regulation strategies are implemented; (6) the ability to monitor the effective-
ness of each strategy employed; (7) the capacity to switch strategies if the first applied is
ineffective; and (8) the extent to which emotion regulation strategies deplete other psy-
chological resources that themselves are implicated in depression. Research focused on
parsing emotion regulation constructs into these or other relatively narrow components
may allow for more precise localization of the emotion regulation abnormalities associ-
ated with risk for depression. To date, the bulk of the literature has focused on the use of
specific emotion regulation strategies. Below we review those strategies that have received
most attention in the empirical literature.

Rumination

Response styles theory, originated by Nolen-Hoeksema (1987, 1991, 1998), posits that a
person’s reaction to depressive symptoms will ultimately increase or blunt further depres-
sive symptoms. Specifically, a ruminative style that involves repetitive thinking about
depressive mood and its causes and consequences has been linked to subsequent increases
in depressive symptoms in adults, even after covarying initial depression levels (Just &
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Alloy, 1997; Nolen-Hoeksema, 2000). Rumination is typically experienced as an “auto-
matic response” that is intrusive and difficult to control (Silk, Steinberg, & Morris,
2003), so that it may represent an overlearned or less strategically employed emotion reg-
ulation behavior. Response theory contrasts rumination with other emotion regulation
behaviors (such as distraction) that are thought to be less likely to perpetuate depressed
mood. Nolen-Hoeksema (1998) has asserted that rumination plays a causal role in the
maintenance and exacerbation of depressed mood, and it has been argued that sex differ-
ences in the prevalence of depressive disorders may be explained by the greater utilization
of a ruminative response style among women (Butler & Nolen-Hoeksema, 1994; Nolen-
Hoeksema, Larson, & Grayson, 1999). In addition, early adolescent girls engage in much
more corumination—extensively discussing issues, revisiting problems, and focusing on
negative feelings within relatively healthy and intimate relationships—than their male
peers (Rose, 2002). This sex difference could partially explain why adolescent girls have
more social support from intimate friendships yet more internalizing symptoms than do
boys.

Of the few studies of response theory in adolescent and preadolescent samples,
results have been similar to those seen in studies of adults. In one study, rumination pre-
dicted concurrent and future (6-week follow-up) depression scores even after covarying
initial depression scores and other cognitive vulnerability factors, including negative
attributional style (Schwartz & Koenig, 1996). Similar results were found in other sam-
ples (Abela, Brozina, & Haigh, 2002; Silk et al., 2003). As in adult samples, sex differ-
ences in response style are evident in adolescent samples (Ziegert & Kistner, 2002;
Schwartz & Koenig, 1996). However, in a study of nonclinical adolescents, rumination
did not account for a significant portion of variance in depression symptoms after
covarying the effects of worry (Muris, Roelofs, Meesters, & Boomsma, 2004). This over-
lap points to the difficulty of conceptualizing rumination as an emotion regulation con-
struct; the existing empirical literature is equally consistent with the claim that rumina-
tion is an epiphenomenon of negative affect, rather than a response to negative mood.
Inconsistent with response theory, there has been little evidence for an association
between distraction and depression in children and young adolescents (Garber, Braafladt,
& Weiss, 1995; Glyshaw, Cohen, & Towbes, 1989; Kenealy, 1989; Plancherel, &
Bolognini, 1995; Wierzbicki, 1989). Moreover, one study found that disengagement
(denial, avoidance, escape, or wishful thinking) was related to higher, rather than lower,
depressive symptoms and problem behavior in adolescents (Silk et al., 2003). In sum-
mary, there is considerable evidence linking the tendency to engage in ruminative strate-
gies in response to depressed mood to indicators of severity of depression (symptoms,
chronicity), but less evidence to support the notion that rumination represents an emo-
tion regulation diathesis for mood disorders, rather than a correlate of high trait negative
affect.

High Levels of Dispositional Emotion Regulation and Suppression
of Emotion

Although many conceptions of the role of emotion regulation in depression suggest that it
is a failure to regulate negative moods that leads to depression, it is also possible that
excessive or rigidly applied emotion regulation can increase risk for mood disorders.
Muraven and Baumeister (2000) argue that self-regulation is an effortful process that has
a finite capacity, so that regulation in one psychological domain depletes resources avail-
able for subsequent regulation attempts. Thus, excessive regulation of emotion may make
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it more difficult for children (or adults) to engage in other executive or regulatory pro-
cesses. As suggested by Block and Block’s (1980) claim that both ego control and ego
resiliency are important to healthy functioning, it is possible that excessive attempts to
control or regulate emotional responses may be related to maladaptation, including
depression or other forms of psychopathology. Gross and Levenson (1997) showed that
adults who were asked to suppress their emotional reactions to evocative film clips exhib-
ited increased sympathetic activation, as compared with those who did not attempt to
suppress their emotions, suggesting that inhibition/suppression of emotion may result in
physiological costs to the individual.

Gross and John (2003) noted that suppression may inhibit overt indicators of emo-
tional reactivity (such as facial expressions) while failing to reduce other components of
the emotional response (such as the subjective or physiological aspects). Reliance on sup-
pression as a strategy may result in a more effortful process whereby the person has to
engage in persistent management of his or her emotional displays without reaping the
benefits of further processing or interpretation of these emotions. Gross and John (2003)
argued that suppression may be problematic because, like other emotion regulation strat-
egies implemented after the elicitation of an emotion, it acts primarily on the outputs of
emotion systems, rather than their underlying components. In fact, suppression does not
appear to be as effective as other strategies in terms of reducing subjective negative emo-
tions (Gross, 1998b) and may even result in impairments in social interaction (Butler et
al., 2003) or in memory for social information (Richards & Gross, 2000). It is important
to note that in many studies of suppression, participants are asked to engage in deliberate
attempts to dampen an emotion without more specific elaboration as to how this damp-
ening is to be achieved. It is plausible that developmentally early attempts at strategic
emotion regulation may take an analogous form, with children intending to reduce an
unwanted state without specific skills or knowledge of how to achieve this reduction.
Thus, suppression may be a developmental precursor for more process-oriented regula-
tion strategies that reduce emotional intensity via a particular mechanism (such as dis-
traction, reframing, etc.). Excessive attempts to regulate may be even more resource
depleting for children than for adolescents or adults, who may have more practiced strat-
egies for regulating their emotions than do children.

Overregulation of some components of emotion—whether via suppression or other
regulation behaviors—may be more than effortful; it may be potentially detrimental in
terms of important developmental achievements. To the extent that children engage in
high levels of regulation of their emotions, they may forestall important learning experi-
ences by which emotion promotes the acquisition of social cognition, interpersonal skills,
or cognitive abilities. For instance, Abe and Izard (1999) point out that the experience of
anger may promote perspective taking, the development of assertiveness, and negotiation
of social rules, and shame and guilt may foster moral development and the learning of
social standards. Therefore, dispositional overregulation of emotion may impede the
development of a broader range of skills important to psychological and social adjust-
ment in general and potentially set in motion depressogenic processes (such as low asser-
tiveness or other interpersonal difficulties).

THEORETICAL PERSPECTIVES ON THE ROLE OF EMOTION REGULATION
IN DEPRESSION

In addition to determining which emotion regulation strategies or components are corre-
lated with depression, the literature must begin to turn to testing models of the causal
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relationship between the two constructs. Klein, Wonderlich, and Shea (1993) proposed a
number of models of the association between personality traits and depression that pro-
vide a useful analogue for thinking about the relationship between emotion regulation
and depression. These authors described several personality–depression models that
could also characterize the causal relationship between emotion regulation and depres-
sion: common cause, predisposition, pathoplasty, complications, and concomitants. The
common cause model proposes that emotion regulation difficulties and depression co-
occur owing to partial or full overlap of their etiological factors. The common cause
model is consistent with claims that the genetic and/or environmental processes causally
related to emotion regulation problems are also implicated in the development of depres-
sion; thus, if this model is accurate, then (1) emotion regulation measures and depression
should have shared correlates and (2) emotion regulation problems should exist in the
absence of frank mood pathology. The common cause model would be supported by data
indicating that particular environmental or genetic variables associated with depression
in children are also related to emotion regulation problems. One obvious putative com-
mon cause could be temperamental emotionality traits (if these are indeed distinct from
emotion regulation processes), although others (such as aspects of the early home envi-
ronment) are also plausible common causes.

The predisposition model asserts that emotion regulation problems directly increase
risk for depression, but that the etiological processes that give rise to emotion regulation
problems are distinct from those involved in depression. This model implies that interven-
tion efforts that directly target emotion regulation variables could decrease the likelihood
of a person’s developing depression. This contrasts with the common cause model,
wherein manipulating one construct (emotion regulation) does not result in a change in
the other (depression). The pathoplasty model states that emotion regulation problems
alter the course or expression of depression after onset, so that particular emotion regula-
tion strategies or deficits are associated with a more chronic or serious course of the dis-
order. For example, this would be consistent with findings that depressed individuals high
in trait rumination have a more chronic course of the disorder than those low in rumina-
tion.

Two of Klein et al.’s (1993) models propose an alternative causal ordering, such that
depression influences emotion regulation problems. First, the complication model (some-
times termed the scar model) asserts that depression changes emotion regulation skills,
and that these changes persist even after the depressive disorder remits. Finally, the
concomitants model argues that emotion regulation is altered during depressive episodes,
but returns to a baseline state following remission of depression; this model implies that
problems with emotion regulation are sequelae of depression, rather than causal factors
that produce depression. There are no existing empirical data to test these two models
against the alternatives. Clearly, these models are not exhaustive; one can imagine com-
bining models to propose hybrids, or to incorporate reciprocal causation or feedback
loops. However, they do provide a theoretical framework for understanding how emo-
tion regulation may be implicated in mood disorders.

To further the empirical literature on the role of emotion regulation in the develop-
mental psychopathology of depression, it will be necessary to conduct studies that can
distinguish between alternative models of the association between the two constructs. To
date, most of the literature has been limited to cross-sectional correlational studies. How-
ever, the predominant model of the role of emotion regulation in depression seems to be
that emotion regulation problems precede and are causally related to the development of
mood disorders; testing this claim appropriately requires prospective designs. In general,
direct tests comparing two or more of these models require more sophisticated designs

Emotion Regulation and Risk for Depression 159



than cross-sectional comparisons of depressed versus nondepressed groups. Studies of
child and/or adolescent samples, particularly those utilizing longitudinal designs, will be
especially important and can be powerful in discriminating among these causal models.

MAPPING THE NATURE OF EMOTION REGULATION CONTRIBUTIONS
TO DEPRESSION
Regulation of Positive Emotions

Although considerable attention has been paid to the regulation of negative emotions
(particularly sadness, or more commonly, depressed mood) in mood disorders, less has
been given to the regulation of positive emotions. Processes involved in the upregulation
of positive mood may be particularly important for understanding mood disorders for
five reasons. First, one emotion regulation strategy for a negative emotion or mood (such
as depression) may be to replace it with a positive emotion or mood, as positive moods
may buffer the effects of negative emotions (Tugade & Fredrickson, 2004; Meehl, 1975).
Second, positive emotions may engender more creative thinking (Fredrickson, 1998),
thereby allowing for more effective or flexible selection of strategies for regulating moods
or responding to stressful situations. Third, anhedonia, or diminished interest and plea-
sure, is a central feature of depression, one that distinguishes it from anxiety disorders
(Clark et al., 1994). Thus, understanding the regulation of positive moods may shed
some light on processes specific to mood disorders relative to other forms of psychopath-
ology with which they are comorbid. Fourth, difficulties with regulation of positive ver-
sus negative emotions may define distinct subtypes of depression. For instance, Davidson,
Pizzagalli, Nitschke, and Putnam (2002) surmised, on the basis of the literature on adults,
that there may be two distinct subtypes of depression based on difficulties with emotion
regulation. The first would be characterized by a failure to anticipate positive outcomes
and to generate behavior in the pursuit of reward. It is conceivable that this subtype may
be associated with the inability to upregulate positive emotions. The second subtype
described by Davidson, Pizzagalli, Nitschke, and Putnam (2002) is evidenced by individu-
als with difficulties in suppressing or overriding negative affect. Extension of such theo-
rizing and tests of its applicability to children and adolescents are warranted. Finally,
bipolar disorder may be characterized by poorly regulated positive affect (Liebenluft,
Charney, & Pine, 2003), such as an inability to downregulate positive moods or to modu-
late the effect of positive mood on behavior and decision making. Understanding more
about the regulation of positive emotions may therefore have the potential to illuminate
the pathogenesis of both bipolar and unipolar mood disorders.

Given the findings regarding the link between temperamental PE and depression
reviewed earlier, it seems likely that regulation of both positive and negative moods could
play a role in the etiology of depression. However, there is a paucity of empirical data on
the regulation of positive emotions, and the existing literature on regulation of negative
emotions may not generalize to positive emotions. Whether strategies that are successful
in the regulation of negative emotions are similarly effective for positive emotions is an
empirical question. Watson (2000) noted that traditional models of negative emotions
and their regulation provide a poor fit for understanding positive emotions and moods.
He argued that positive moods are distinct from negative emotions/moods in that they
usually lack clear onsets or offsets, are more influenced by biological factors than by envi-
ronmental precipitants, and vary more widely than negative moods. Therefore, measur-
ing positive mood regulation may require somewhat different strategies than measuring
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the regulation of negative moods/emotions. It is important to note that Watson was con-
cerned primarily with mood regulation in adults; more work focusing on the regulation
of positive emotion in children and adolescents is necessary. Concerning emotion regula-
tion in children, Buss and Goldsmith (1998) proposed that there may be specificity
regarding the discrete emotions for which a particular regulatory behavior is effective, or
that the same regulatory behavior could impact different emotions in dissimilar ways.
Contrasting positively and negatively valenced states may be a first step toward determin-
ing whether such specificity exists.

Truly Developmental Models of Emotion Regulation in Depression

Because most of the research linking emotion regulation difficulties to depression has
been conducted with adult samples, we know little about when this association emerges,
whether and how it changes over developmental time, or whether emotion regulation
variables interact with developmental transitions to increase or decrease risk for depres-
sion. In childhood, when emotion regulation repertoires are still being fleshed out, indi-
vidual differences in emotion regulation may be only weakly (if at all) predictive of
depression. In late adolescence or adulthood, when most individuals would be expected
to have acquired mature emotion regulation repertoires, individual differences in these
strategies may be more strongly associated with depression. Alternatively, it is possible
that emotion regulation may play an even stronger role in childhood depression than in
adult depression, with children who lag behind in the acquisition of emotion regulation
skills at particularly high risk for developing a mood disorder. One might also predict
that emotion regulation deficits could interact with stressful developmental transitions to
increase risk for depression to the extent that transitions produce changes in the intensity,
frequency, or nature of emotions that need to be regulated.

Another important developmental issue regarding models of the association between
emotion regulation and depression concerns the extent to which emotion regulation strat-
egies exhibit continuity across the lifespan. If emotion regulation variables represent a
diathesis for depression, then they would be expected to have some degree of temporal
stability. Empirical data are lacking regarding the stability of emotion regulation vari-
ables, their developmental specificity, and mean level changes across development. In
addition, although some simple regulatory behaviors (such as attention redirection) are
available across the age span (Mangelsdorf, Shapiro, & Marzolf, 1995), other, more
cognitively complex strategies, likely do not appear until later in development (e.g., reap-
praisal). It will be important to understand the developmental precursors of these more
mature emotion regulation mechanisms, and whether early emotion regulation strategies
exhibit heterotypic continuity with more mature emotion regulation skills (coherence
across development between diverse, but phenotypically similar behaviors, owing to the
action of an underlying latent trait that produces conceptually similar, but developmen-
tally specific behaviors across development). In addition, it is likely that there are even
more basic precursors to the development of emotion regulation skills, such as the ability
to perceive and label one’s own emotional state; understanding the role of these cognitive
mechanisms in emotional development may shed light on the core components of emo-
tion regulation. Basic research on developmental trajectories of emotion regulation skills
will be necessary in order to interpret findings differentiating depressed from non-
depressed children.

A truly developmental perspective on the role of emotion regulation in depression
would also incorporate a fuller understanding of the function of particular emotions
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across development and would stimulate hypotheses regarding the benefits and costs of
emotion regulation in particular circumstances. Many theories of emotion regulation
reflect a hedonic stance, assuming that the primary motivation underlying emotion regu-
lation is the desire to avoid negative emotions or moods and to experience positive emo-
tions or moods (Larsen, 2000). However, from a developmental perspective, negative
emotions may be desirable in that they facilitate certain emerging skills and may foster
interpersonal resources, such as social support. Similarly, positive emotions may be unde-
sirable in some contexts. In evolutionary terms, one would expect the development of
emotion regulation skills to serve the goals of promoting the individual’s adaptive abili-
ties in his or her particular environment, rather than maximizing the person’s hedonic
state (Watson, 2000). It will be important to develop hypotheses regarding how particu-
lar emotion regulation strategies may fit well or poorly in particular environmental con-
texts and what underlying processes mediate between emotion regulation constructs and
pathways to mood disorder onset and maintenance.

DEVELOPMENT OF EMOTION REGULATION

As compared with individual differences in temperamental emotionality, which appear
very early in life (Caspi, 2000) and exhibit considerable stability (Roberts & DelVecchio,
2000; Durbin, Hayden, Klein, & Olino, 2007), emotion regulation skills are believed to
come online later in development (Thompson, 1990). In particular, prototypical instances
of emotion regulation, wherein a person experiencing an emotion reflects on that state
and decides voluntarily how to respond to it, is a relatively late developmental achieve-
ment (Campos et al., 2004). However, if one takes a broader view of emotion regulation,
it is clear that even young children have mechanisms for regulating their emotional reac-
tions (Mangelsdorf et al., 1995), even though these behaviors may be less strategically
employed. In addition to internal psychological resources, early emotion regulation may
also be achieved through the action of external agents, such as caregivers (Campos et al.,
1994; Thompson, 1990). With maturation, children’s repertoires of emotion regulation
abilities should become more varied and their application of emotion regulation strate-
gies more flexible, resulting in the “coregulation” performed by child and caregiver grad-
ually giving way to more independent regulation shouldered by the child.

Early in life, the immaturity of the frontal lobe capacities required for exerting inhib-
itory control limits the child’s resources to regulate emotional arousal, even for the sim-
plest strategies (Mangelsdorf et al., 1995). Shifting of visual attention is a core regulatory
skill available to young infants, and the ability to disengage attention has been linked to
maternal reports of lower negative emotions in their infants (Johnson, Posner, &
Rothbart, 1991). With age, emerging maturation of underlying emotional systems, as
well as development of attentional control, language, social referencing, memory, sym-
bolic representation, perspective taking, and pretend play afford the child the opportu-
nity to expand his or her regulation repertoire and exercise these behaviors in new
domains. Through the first several years of life, children’s executive attention capabilities
undergo considerable change (Posner & Rothbart, 2000). With maturation, the most
basic regulatory skills of self-soothing and shifting of attention, which are limited in their
effectiveness, can become supplemented with more nuanced, complex, and goal-oriented
regulatory skills. With cognitive development comes a better understanding of the causes
of emotion, allowing the child to regulate his or her emotions by avoiding or terminating
situations that may elicit undesirable emotions, or by explicitly altering the cognitions
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that may bring about or heighten particular emotions. Thus, the child becomes increas-
ingly capable of modulating his or her emotional state by manipulating the circumstances
that evoke emotion, rather than simply changing its intensity once evoked. These mecha-
nisms fall under the rubric of what Campos et al. (1994) referred to as input regulation
strategies. It is notable that the frontal lobe regions implicated in the development of
executive functioning and behavioral control continue to develop well into adolescence
(Sowell, Thompson, Holmes, Jernigan, & Toga, 1999).

CAREGIVER INFLUENCES ON EMOTION REGULATION

Given the role of caregivers in early emotion regulation, it is plausible that emotion regu-
lation difficulties may originate in inappropriate modeling, deficient modeling, or prob-
lematic regulation by caregivers in early development, or perhaps by an inability of the
caregiver to cede control of regulation to the child when developmentally appropriate. A
variety of social-familial influences have been proposed to contribute to children’s emerg-
ing emotion regulation skills (Saarni, 1999; Calkins, 1994; Fox & Calkins, 2003).
Reviewing the literature on parent–infant affective interaction, Goodman (2002) sug-
gested that maternal expressions of negative affect or lack of contingency between mater-
nal and infant affect could impair emotional development by failing to support the child’s
regulation of emotional arousal. Thus, early dyadic interaction involving affective inter-
changes may serve a modeling function whereby the parent intervenes to regulate the
child’s affective state by matching and mismatching the child’s affect (Tronick, Cohn, &
Shea, 1986). Thompson (1990) suggested that well-regulated affective interchanges
between caregiver and child serve to increase an infant’s tolerance for emotionally arous-
ing interactions that occur in other contexts.

In addition to microlevel, moment-by-moment influences on child affect, it is possi-
ble that more global aspects of parent–child interaction such as the attachment relation-
ship or parenting styles may also contribute to the development of children’s emotion reg-
ulation capacity and/or their use of specific emotion regulation strategies. Maughan and
Cicchetti (2002) proposed that caregivers can impact children’s emotion regulation skills
by directly shaping their children’s interpretations of their environments, in particular
emotion-eliciting aspects of an environment. Thompson (1990) noted that caregivers
directly impact children’s emotion regulation by engaging in discourse about emotion and
its causes, as well as using verbal coaching to support a child’s emotion regulation. As the
child becomes more independent, the parent continues to play a supportive role, but
likely begins to reduce his or her level of overt control over the child’s emotional expres-
sions. Failure to cede this control may be problematic. For example, Calkins, Smith, Gill,
and Johnson (1998) found that mothers who were high in controlling parenting behav-
iors had children who were less effective at regulating their own emotions.

The evidence reviewed above is consistent with the claim that parent–child interac-
tion qualities can influence children’s emotionality and emotion regulation. Unfortu-
nately, the designs of these studies have not been sufficient to conclude that the observed
effects are in fact mediated by environmental mechanisms, rather than by genetic influ-
ences operating to make parents and children similar in emotion regulation and related
traits. Furthermore, it is important to explore whether parent-to-child effects act over and
above stable characteristics of the child (such as temperament) or above evocative effects
of child behavior/traits on the parent’s behavior. Nonetheless, the studies do demonstrate
intriguing associations between parent behavior and children’s emotions. For instance,
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Spinrad, Stifter, Donelan-McCall, and Turner (2004) found longitudinal associations
between mothers’ use of emotion regulation strategies in response to toddlers’ behavior
during cleanup and prohibition tasks in the laboratory and children’s observed self-
regulation during a laboratory disappointment task at age 5. Two maternal regulation
strategies at the toddler assessment were predictive of children’s negative affect at age 5—
maternal questioning of a child’s emotional reactions (invalidating the child’s response)
and relenting to the child’s complaints about the prohibition. These findings could be
interpreted as evidence that caregivers who are insensitive to their children’s emotions or
who respond to children’s emotions by terminating prohibitions may interfere with their
children’s ability to develop their own internal emotion regulation skills. Although it is
possible that the greater negative affect observed at age 5 was a result of poorer regula-
tion of negative emotions in these children, it could also be evidence for the stability of
negative affect across the toddler-to-early-school-age period (children who responded
negatively to the prohibition at the toddler assessment may have also responded nega-
tively to the disappointment task at age 5). Similarly, mothers’ acquiescence to children’s
demands and/or questioning of their children’s emotional reactions at the toddler labora-
tory visit may have been partially elicited by high levels of negative affect in the children.
Further research will be necessary to tease apart these alternative hypotheses.

It is important to note that many of the social-familial factors that have been theo-
rized to be involved in the development of children’s emotion regulation skills have also
been implicated in risk for depression in children, including attachment (Carlson &
Sroufe, 1995), marital conflict (Katz & Gottman, 1994), and aspects of the parent–child
relationship (Goodman & Gotlib, 1999; Cicchetti & Toth, 1998). Taken together, these
lines of research provide support for the common cause model, which proposes that emo-
tion regulation difficulties and depression may emerge from a similar set of etiological
processes. Of particular note, the parenting of depressed mothers has been shown to be
characterized by styles that may contribute to the development of poor emotion regula-
tion in offspring, including understimulation, harsh parenting, and low levels of positivity
(Lovejoy, Graczyk, O’Hare, & Neuman, 2000; Cohn, Campbell, Matias, & Hopkins,
1990).

GENDER DIFFERENCES IN EMOTION REGULATION AND ITS DEVELOPMENT

Gender differences in emotion regulation constructs have been observed in adult samples
(e.g., Gross & John, 2003). This raises the obvious question as to when these differences
first emerge and whether they can account for gender differences in the prevalence of
mood disorders. Although there is a smaller body of literature on such difference in chil-
dren, there is evidence that boys and girls differ in regard to some emotion regulation
variables. First, as noted above, adolescent girls engage in more rumination than do boys
(Ziegert & Kistner, 2002). Second, girls appear more likely than boys to exhibit positive
affect or reduced levels of negative affect following standardized laboratory tasks meant
to elicit disappointment or boredom, which has been interpreted as girls exhibiting
greater regulation of their negative affect in response to the task (Cole, Zahn-Waxler, &
Smith, 1994; Cole, Teti, & Zahn-Waxler, 2003). However, it is important to note that
disappointment paradigms may be more successful at tapping children’s strategic man-
agement of emotion displays than their regulation of underlying emotional arousal.

It is possible that gender differences in emotion regulation have their origins in dif-
ferential treatment of emotions in boys versus girls. There is some evidence to suggest
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that parents respond differently to particular emotions depending on the gender of the
child. For instance, Cole et al. (2003) examined sequential affective expressions in pre-
schoolers and their mothers participating in a laboratory waiting task designed to elicit
anger and boredom. They found that mothers were more likely to respond positively to
boys’ expressions of anger than to those of girls, but were more likely to respond contin-
gently with positive affect to girls’ positive affect, as compared with boys’. There is also
evidence that parents preferentially reinforce sadness in girls and anger in boys (Block,
1983; Eisenberg et al., 2001). These findings suggest that social-familial influences may
shape gender differences in emotion expression, and by extension, may also impact emo-
tion regulation in boys and girls.

NEURAL AND PHYSIOLOGICAL CORRELATES OF EMOTION REGULATION
AND THEIR DEVELOPMENT IN CHILDHOOD AND ADOLESCENCE

Evidence implicating emotion regulation difficulties in depression also derives from stud-
ies using measures of neural activity in brain regions thought to be involved in emotion. It
should be noted that the predominance of this evidence has derived from studies of adult
samples. The most well-replicated findings relevant to depression concern asymmetries in
left versus right frontal lobe activation in positively versus negatively valenced states. It
has been argued that the left and right prefrontal cortex are lateralized with respect to
emotion, such that left-sided activation is involved in positive affect, appetitive motiva-
tion, and approach-related behavior, and right-sided activation is associated with nega-
tive affect, behavioral inhibition, and withdrawal-related behavior (Davidson, 1998).
Thus, frontal lobe activation may reflect underlying processes related to the experience
and regulation of emotion. A number of studies utilizing electroencepalography (EEG)
have demonstrated asymmetric activation in frontal lobes in depressed individuals, char-
acterized by reduced left (relative to right) activation (e.g., Bruder et al., 1997; Debener et
al., 2000). These findings are generally interpreted as reflecting greater negative than pos-
itive affect and more reliance on withdrawal or avoidance regulation strategies (as com-
pared with active, approach regulation strategies) in depressed individuals. Reduced
left frontal activation has also been linked to behavioral inhibition in preschoolers
(Davidson, 1998; Fox et al., 1995) and has been observed in the young offspring of
depressed mothers (Dawson, Frey, Panagiotides, Osterling, & Hessl, 1997; Field, Fox,
Pickens, & Nawrocki, 1995). Thus, there is some evidence that patterns of brain activity
associated with depression in adults are also associated with risk factors for depression in
children.

More recent work has focused on identifying particular neuroanatomical regions
that may be involved in emotion and emotion regulation. Davidson, Pizzagalli, and
Nitschke (2002) suggested that the right and left regions of the prefrontal cortex (PFC)
play a role in emotion because they are involved in overriding automatic responses in the
service of facilitating goal-oriented behavior. They argued that the chronic negative affect
and amotivational behavior that often characterizes depression may be related to
hypoactivation in PFC regions. Therefore, depressed individuals, who are prone to expe-
riencing negative emotions that bias behavior toward rumination, avolition, or passivity,
have difficulty regulating these emotions in order to mobilize and maintain representa-
tions of important goals and to initiate and sustain activity in the pursuit of such goals.

Davidson, Pizzagalli, and Nitschke (2002) described two other regions potentially
implicated in emotion regulation. First, these authors suggested that hippocampal dys-
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function may play a role in poor contextual modulation of emotion in depression. Sec-
ond, subdivisions of the anterior cingulate cortex (ACC) have been proposed to be
involved in monitoring conflict between the current state of the organism and incoming
information that holds motivational and emotional cues. Connections between the ACC
and PFC may inform the PFC’s selection from various response options and its facilita-
tion of goal-directed behavior (Davidson, Pizzagalli, & Nitschke, 2002). The ACC–PFC
circuit comes into play when there is a conflict between environmental demands and a
person’s mood, and facilitates initiation of behavior appropriate to those demands, even
in the face of negative mood. It is important to note that development of the ACC and
dorsolateral PFC has been linked to the emergence of attentional control over emotional
responses (Rothbart & Derryberry, 1997), suggesting that these regions are implicated in
emotion regulation processes. It should also be noted that neuroscience approaches to
understanding emotion and emotion regulation have been employed nearly without ex-
ception in adult samples. It will be crucial for future research to expand this work to child
and adolescent samples, perhaps by utilizing convergent neural and psychological mea-
sures to map systems involved in the regulation of emotion or in punishment and reward
processing (Forbes & Dahl, 2005).

Two other physiological variables that have been linked to emotion may play a role
in its regulation. Vagal tone, which is thought to reflect parasympathetic influence on
heart rate variability via the vagus nerve (Porges, 1996), has been conceptualized as an
indicator of emotion regulation. Porges (1996) proposed that suppression of vagal tone is
a physiological strategy for controlling arousal. Vagal tone has been linked to indicators
thought to tap emotion and behavior regulation (e.g., Calkins & Dedmon, 2000).
Cortisol levels, a measure of hypothalamic–pituitary–adrenal (HPA) axis functioning,
have also been linked to both emotion and depression (e.g., Adam, 2006; Chrousos &
Gold, 1992). Further research exploring the normal functioning of these systems, their
developmental trajectory, and their association with risk for depression may provide a
window into the processes underlying emotion regulation and its relationship to mood
disorders.

EMPIRICAL FINDINGS REGARDING EMOTION REGULATION
IN DEPRESSED CHILDREN AND ADOLESCENTS

An empirical literature on emotion regulation in children and adolescents is just begin-
ning to emerge. The majority of studies have been conducted with nonclinical samples
and have typically been limited to self- or parent-report measures of emotion regulation
constructs. However, the existing data provide some support for the claim that emotion
regulation processes may be altered in children with or at risk for the development of
mood disorders. Specifically, three patterns have been most commonly found: inhibition
of expression, poor control of expression, and nonnormative expression (Southam-
Gerow & Kendall, 2001).

Evidence linking emotion regulation measures to child depression indices has
emerged from studies employing parent reports, laboratory measures, and child self-
reports. Given the lack of theoretical consensus regarding how emotion regulation should
be conceptualized, it is not surprising that the operationalization of emotion regulation
has varied widely across studies. As a result, it is difficult to draw firm conclusions
regarding the link between depression and emotion regulation from the existing litera-
ture. In general, the most common design involves concurrent parent report measures of
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emotion regulation and child psychopathology constructs. For example, Rydell, Berlin,
and Bohlin (2003) reported on associations between parental reports of child emotional-
ity, emotion regulation, and adaptation in early elementary age children. They found that
children with high levels of parent-reported internalizing problems were also reported to
be high in poorly regulated fear, whereas those high in externalizing behavior problems
were reported to have difficulty regulating positive emotions.

Eisenberg et al. (2001) reported on a study of concurrent associations between
parent-reported symptoms and laboratory measures of emotion regulation. They com-
pared four groups of children: one defined by high internalizing (mood and anxiety)
symptoms, one scoring high on externalizing symptoms, one high on both internalizing
and externalizing, and a control group low on both dimensions. The child participants
completed a battery of laboratory tasks tapping behavioral and emotional regulation.
Control children exhibited greater signs of regulation in several tasks than did the
externalizing group (e.g., being asked to sit still, to complete a puzzle without peeking at
the answer, receiving a disappointing prize). The internalizing group exhibited more regu-
lation in laboratory tasks than the externalizing group, but generally did not differ from
the control group on these measures. Of note, the laboratory tasks employed to tap regu-
lation in this study may have done a better job of assessing regulation of impulsivity or
noncompliance than of assessing emotional reactions, and thus may have been weaker
tests of regulation processes involved in internalizing (as compared with externalizing)
disorders. Externalizing children (and the comorbid group) were rated as exhibiting
lower effortful regulation and higher impulsivity. In terms of parent-report measures of
regulation, children high in internalizing symptoms were generally rated as low on
effortful control indices, but were rated high in what the authors termed involuntary con-
trol (behavioral constraint and lower impulsivity). The authors interpreted these involun-
tary control indices as reflecting a lack of flexibility and spontaneity among the children
high in internalizing problems, perhaps similar to the low levels of ego resiliency
described by Block and Block (1980).

Cognitive paradigms allow for tests of basic processing of emotional stimuli and may
be useful for isolating more specific components that play a role in the regulation of emo-
tion. Ladouceur et al. (2005) used a modification of the n-back task designed to tap pro-
cessing of emotional information in a sample of children and adolescents. In the original
n-back task used to assess working memory, participants are asked to view a sequence of
letters presented on a screen and to monitor such things as when the same letter appeared
two letters prior in the presentation. In Ladouceur et al.’s (2005) study, children between
the ages of 8 and 16 completed an “emotional n-back task” modification in which letter
stimuli from the original task were superimposed on neutral, negative, or positive photo-
graphs. The authors presumed that the presence of emotionally evocative pictures would
distract from the working memory task, such that the children must “regulate” by mov-
ing their attention from the photographs to the letter stimuli. Children from four groups
participated (current anxiety disorder, current major depressive disorder [MDD], current
comorbid anxiety disorder and mood disorder, and a normal control group free of life-
time psychopathology and negative for lifetime mood disorder in their first-degree rela-
tives). There was a significant group by emotional n-back condition interaction; MDD
and comorbid anxiety/mood disorder groups were significantly slower to respond to tar-
get stimuli in the negative, relative to the neutral, condition. In comparing reaction times
to the positive relative to the neutral condition, the normal control group had longer
reaction times to the positive condition, whereas the other (diagnostic) groups did not.
The authors interpreted these findings as reflecting a difficulty among the depressed
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groups in inhibiting processing of the emotional content of the background negative pic-
tures, leading to longer reaction times for this condition. In contrast, the normal group
appeared to be biased toward processing positive content. Although this task seems to be
tapping processing of task-irrelevant emotion-eliciting stimuli, it does not directly involve
the regulation of emotional reactions.

Other studies have utilized child self-reports of emotion regulation, although these
have generally been limited to adolescent samples. For example, Garnefski, Kraaij, and
van Etten (2005) examined the association between adolescents’ self-reported emotion
regulation strategies and internalizing and externalizing problems (measured using the
Child Behavior Checklist; CBCL). They found that internalizing problems were associ-
ated with higher levels of reported self-blame, rumination, and catastrophizing, and
lower levels of positive reappraisal, suggesting the use of less adaptive emotion regulation
strategies among children high in internalizing problems. Higher externalizing scores
were weakly associated with higher catastrophizing, as well as greater blaming of others
and positive refocusing. Thus, there were both overlap and specificity in the emotion reg-
ulation strategies reported by children high in internalizing and in externalizing symp-
toms. Silk et al. (2003) found that adolescents who reported more intense and labile
emotions and less effective regulation of these emotions exhibited greater depressive
symptoms. In particular, disengagement and rumination strategies were associated with
higher levels of depressive symptoms. These studies suggest that internalizing psycho-
pathology is associated with self-reported use of emotion regulation strategies believed to
be less effective. However, they do not demonstrate that these strategies in fact regulate
emotions rather than accompany them, or that these emotion regulation behaviors are
causally related to depression.

EMPIRICAL FINDINGS IN CHILDREN OF DEPRESSED MOTHERS

Children of depressed parents exhibit numerous psychological problems and are at ele-
vated risk for mood disorders themselves (Downey & Coyne, 1990; Goodman &
Gotlib, 1999; Goodman & Tully, Chapter 17, this volume). Some theorists have pro-
posed that this association may be partially mediated through impairments in the
parent–child relationship (Goodman & Gotlib, 1999; Cicchetti & Toth, 1998), which
may also play a role in the development of children’s emotion regulation abilities
(Goodman, 2002). Thus, one would expect children of depressed mothers to exhibit
emotion regulation abnormalities. Garber, Braafladt, and Zeman (1991) presented
mothers and their children with hypothetical emotion-eliciting scenarios and asked
them to generate strategies for regulating emotion in those situations. Dyads with a
depressed mother were compared with control dyads with a nondepressed mother. The
depressed dyads named fewer overall strategies for regulating emotions, and coders
rated their strategies as less effective than those of the control group. This suggests that
one source of familial transmission of depression may be parental modeling of ineffec-
tive emotion regulation strategies.

Silk, Shaw, Skuban, Oland, and Kovacs (2006) examined a sample of young children
(ages 4–7) of mothers with a history of childhood-onset depression and children of never
depressed parents. The children were observed at ages 4, 5, and 7 in a delay of gratifica-
tion task. Behaviors identified as possible emotion regulation strategies were coded in the
delay task, including active distraction (shifting attention from the delay task to other
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activities), focusing on the object of delay, passive waiting (not engaging in any activity),
information gathering (asking questions about the delay or the object), and physical com-
fort seeking from the mother. Children of mothers with a history of depression did not
differ from those of never depressed mothers in active distraction, passive waiting, or
information gathering. However, the children of depressed mothers did engage in greater
focusing on the object of delay, as compared with the control group. It is unclear whether
this behavior reflects a strategy for regulating emotion elicited by the delay, or is an index
of the extent to which children were interested in the object of delay, or the degree of neg-
ative emotion they experienced in response to the task.

ASSOCIATION BETWEEN EMOTION REGULATION AND OTHER RISK FACTORS
FOR DEPRESSION

Emotion regulation deficits appear not to be specific to depressive disorders. It has been
suggested that externalizing disorders are also associated with difficulty appropriately
regulating negative moods. For example, children with conduct disorder are described as
having difficulty regulating anger (Cole, Zahn-Waxler, Fox, Usher, & Welsh, 1996). An
important avenue for future research will be to examine whether internalizing and
externalizing disorders are differentially associated with problems in the regulation of
particular emotions (e.g., anger in externalizing disorders, sadness in mood disorders)
and whether they differ in the kinds of problematic emotion regulation strategies
employed (e.g., rumination in depression, blaming others in externalizing disorders). In
addition to externalizing disorders, other forms of psychopathology have also been
linked to problems with emotional regulation. Suveg and Zeman (2004) found that chil-
dren who met the Diagnostic and Statistical Manual of Mental Disorders, fourth edition
(DSM-IV) criteria for an anxiety disorder reported having difficulty in managing worry,
sadness, and anger experiences, as well as having little confidence in their ability to regu-
late negative emotions. Borderline personality disorder has also been conceptualized as a
disorder of emotion dysregulation (Putnam & Silk, 2005).

Moreover, emotion regulation problems may be one outcome of adverse early home
environments associated with psychological disorders in children. In particular, maltreat-
ment has been linked to psychological problems, including depression (Cicchetti &
Manly, 2001), as well as to emotion regulation difficulties and related constructs (Shields
& Cicchetti, 1998; Pollak, Vardi, Bechner, & Curtin, 2005). Children with a history of
prolonged abuse or neglect demonstrate deficits in their ability to pose emotional expres-
sions (Camras et al., 1988; During & McMahon, 1991), are more inhibited in their emo-
tional expressions during conflict situations, as compared with nonmaltreated peers
(Camras & Rappaport, 1993), and report themselves to be lower in emotion regulation
abilities (Shipman, Zeman, Penza, & Champion, 2000).

These findings suggest that emotion regulation problems may not be specific to
mood disorders, but serve as a general risk factor for psychological problems in child-
hood and adolescence (e.g., Chaplin & Cole, 2005). This implies that it will be important
to examine whether emotion regulation deficits in children or adolescents with de-
pression are accounted for by the presence of comorbid psychopathology, including
externalizing disorders, or by shared early home environment risk factors, such as abuse
or neglect. Future work should focus on examining whether there are specific emotion
regulation domains that discriminate between different at-risk or pathological groups.
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SUMMARY

The fields of affective science and developmental psychopathology hold promise for fur-
thering our understanding of the etiology of mood disorders. Tentative links between risk
for depression and abnormalities in emotion and the regulation of emotion in children
are beginning to emerge. Basic research refining the construct of emotion regulation, its
relationship to emotional processes, and its developmental trajectory can provide a
benchmark for testing models of the role of emotion in the development of mood disor-
ders. Although such research holds great potential for broadening and clarifying current
theories about the development of mood disorders, it is still in its infancy.

A number of core questions regarding the role of emotion regulation in the develop-
ment of depression remain to be answered. In particular, the question of whether emotion
regulation is experimentally and phenomenologically discriminable from emotion itself is
crucial, with implications that would alter our understanding of emotional dysfunction.
When dysfunction does emerge, is it due to an excess of emotions to be regulated, reli-
ance on poor emotion regulation strategies, or less effective utilization of adaptive strate-
gies? Among depressed people and those at risk for developing depression, what is the
relative importance of the expression and regulation of positive versus negative emotions,
and do individual differences in these processes lead to different pathways to the disor-
der? In addition, it will be important to explore whether emotion regulation variables
interact with aspects of the environment to promote or decrease risk for depression.
Finally, integrating basic research on the development of emotion and its regulation with
theories and methods from developmental psychology will likely yield significant gains in
our understanding of the etiological significance of emotional abnormalities to the devel-
opment of depression.
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8 Cognitive-Behavioral
Treatment of Depression
during Childhood
and Adolescence

Mark A. Reinecke and Golda S. Ginsburg

Major depression during childhood and adolescence is an important
clinical problem and a significant social concern. At any given time, 1–3% of children,
and 5–7% of adolescents meet the diagnostic criteria for major depression (Essau &
Dobson, 1999; Lewinsohn, Hops, Roberts, Seeley, & Andrews, 1993). Depression during
childhood is associated with significant psychosocial impairment and puts youth at risk
for both substance abuse and suicide (Brent, 1995; Shaffer et al., 1996). Moreover, it
tends to co-occur with other psychiatric illnesses—comorbidity is the rule rather than the
exception—which can complicate the treatment process and is associated with poorer
treatment outcomes (Curry et al., 2006). Of particular concern is the fact that depression
among children and adolescents is both chronic and recurrent. The median length of a
depressive episode during adolescence is 9 months, and it puts youth at risk for repeated
episodes of depression during adulthood (Kovacs, Obrosky, Gatsonis, & Richards, 1997;
Reinecke & Curry, 2008; Weissman et al., 1999).

In addressing these concerns, a range of pharmacological and psychosocial interven-
tions have been developed for treating depressed youth (Brent, Gaynor, & Weersing,
2002; Curry, 2001). Outcome studies suggest that cognitive-behavioral approaches may
be efficacious for treating depression among adolescents (Fonagy, Target, Cottrell, Phil-
lips, & Kurtz, 2002; Moore & Carr, 2000; Reinecke, Ryan, & DuBois, 1998; Weisz,
McCarty, & Valeri, 2006). Outcome research with depressed prepubertal youth, al-
though more limited, also is encouraging. Cognitive-behavioral therapy (CBT) for depres-
sion among youth is active, problem-focused, and collaborative. It involves the strategic
use of empirically supported techniques to address cognitive, behavioral, and social fac-
tors that underlie and maintain a child’s distress. Based on a cognitive-behavioral formu-
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lation (Nezu, Nezu, & Lombardo, 2004; Persons, 1989; Rogers, Reinecke, & Curry,
2005), interventions are selected that address the full range of cognitive, behavioral, so-
matic, and social symptoms of depression. In the cognitive domain, children and adoles-
cents learn to solve problems more effectively and to apply cognitive techniques to
change maladaptive, negatively valenced beliefs, attitudes, and thoughts that contribute
to their depression. Within the behavioral domain, they are encouraged to participate in
activities that provide them with a sense of accomplishment and enjoyment and to rees-
tablish trusting, supportive relationships with others. Social skills and assertiveness train-
ing are used to address behavioral problems that exacerbate and maintain their depres-
sion, and direct attempts are made to facilitate the development of close, secure
relationships with parents and other family members. Within the physiological domain,
anxious and agitated youth are taught to use relaxation imagery, meditation, and other
techniques to regulate their moods.

Our goal in CBT with depressed youth is not limited, however, to providing them
with tools and techniques for managing negative moods. Rather, it is to provide them,
and their caregivers, with feelings of efficacy and hope. Cognitive therapists endeavor to
provide them with a rationale for understanding depression, strategies for coping with
life’s problems, and a sense of optimism. An explicit goal, as such, is to empower both the
child and the parent. It is to give them a vision of a more positive future and tools for
bringing this about.

In this chapter we review cognitive-behavioral models of depression during child-
hood, and treatment strategies derived from them. We discuss empirical support for the
efficacy and effectiveness of these approaches and briefly review limitations and short-
comings in this literature. We conclude with a discussion of future directions for clinical
innovation.

COGNITIVE THERAPY IN PRACTICE: GENERAL PRINCIPLES

Cognitive therapy was initially developed as a treatment for major depression among
adults (Beck, 1963, 1983; Beck, Rush, Shaw, & Emery, 1979). Incorporating both cogni-
tive and behavioral strategies, the approach has received a great deal of empirical and
clinical interest over the past 30 years. It is a well-supported intervention for treating uni-
polar depression among adults (Gloaguen, Cottraux, Cucherat, & Blackburn, 1998;
Hollon & Najavits, 1988; Hollon, Thase, & Markowitz, 2002), and substantial evidence
exists in support of many of the key components of cognitive models of psychopathology
(Clark & Beck, 1999; Haaga, Dyck, & Ernst, 1991; Ingram, Miranda, & Segal, 2006).
More recently, attempts have been made to apply these models to understanding depres-
sion among children and adolescents (Spence & Reinecke, 2004). As Leahy (1988) and
Lewinsohn and Clarke (1999) have noted, however, developmental factors need to be
taken into account in treating depressed youth.

What are the essential features of CBT in practice? Cognitive therapy with children
and adolescents, as with adults, is time limited, problem focused, and strategic. Treat-
ment typically is not open-ended or long-term. Rather, it is brief and attempts to quickly
bring about symptomatic improvement. Although no specific number of sessions is set,
one endeavors to bring about meaningful change within 12–16 sessions. Treatment is
active and highly focused. The cognitive-behavioral therapist directly attempts to rectify
cognitive deficits, distortions, and deficiencies that may be contributing to the child’s
depression, and develops the child’s social skills and affect regulation abilities. As in cog-
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nitive therapy with adults, the therapeutic relationship in CBT with youth (and their par-
ents) is both supportive and collaborative. Working with the child and his or her parents,
the therapist attempts to understand the child’s phenomenal experience, the meanings the
child and parents ascribe to events, and how he or she attempts to cope with daily chal-
lenges.

Depressed youth tend to demonstrate negative views of themselves, others, and their
futures. They see themselves as flawed, unlovable, undesirable, and ineffective and see
others as critical, rejecting, and uncaring. At the same time, they view their future as
bleak and feel incapable of bringing about desired outcomes. These negativistic beliefs
and attitudes are seen by the therapist as objects to be understood and explored, rather
than as facts to be accepted. Working with the child or adolescent, the therapist endeav-
ors to understand the experiences that have led to the development of these beliefs and to
test their utility and validity. Beliefs are acquired and function in a social context. With
this in mind, child cognitive therapists also work to understand caregivers’ beliefs, atti-
tudes, expectations, attributions, and values and how these influence their caregiving
practices and the child’s developing sense of him- or herself and others. As in CBT with
adults, sessions with youth are structured and active. Specific concerns or problems are
identified, as are cognitive, behavioral, social, and environmental factors that may main-
tain them. Based on an understanding of the outcome literature, the therapist then selects
empirically supported strategies or “modules” (Curry & Reinecke, 2003) to address these
factors and introduces them to the child and his or her parents. As in CBT with depressed
adults, sessions are organized in accord with an agenda that is developed by the child and
the therapist, and every session concludes with a “homework assignment” for the child
or parent to practice during the subsequent week. The defining characteristics of CBT
with youth are summarized in Table 8.1.

VULNERABILITY FOR DEPRESSION

Studies indicate that a range of cognitive, biological, social, and environmental factors
interact in placing youth at risk for depression (Ingram et al., 2006; Spence & Reinecke,
2004). The practice of CBT with depressed youth is based on the assumption that by rec-
tifying factors implicated in vulnerability for depression, one can alleviate dysphoria and
reduce the risk of relapse or recurrence. Treatment, then, is formulation-based and pre-
scriptive (Rogers et al., 2005). Interventions are selected based on an understanding of
cognitive, social, and environmental variables that are contributing to a child’s distress
(Reinecke & Simons, 2005). The techniques and strategies used, as a result, are individu-
ally tailored and strategic.
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TABLE 8.1. Characteristics of CBT with Youth

1. Time limited, brief

2. Problem oriented, focused, strategic

3. Collaborative therapeutic rapport

4. Empirically based, “personal scientist”

5. Structured and active (agenda, homework)

6. Clear and consistent focus on cognitive contents and
processes, and on developing social and affect regulation skills



Cognitive models of vulnerability for depression tend to take the form of diathesis–
stress formulations. That is, they assume that the onset of a depressive episode is precipi-
tated by the interaction of a stressful life event (typically an interpersonal loss or a failure)
and a preexisting cognitive vulnerability. Such cognitive vulnerabilities, however, are not
active at all times. Like software on a computer that has not been “booted up,” they are
seen as latent or dormant much of the time. Vulnerable and nonvulnerable youth, as
such, may not be distinguishable unless confronted with a stressful life event. Experi-
mentally, it often is necessary to activate cognitive diatheses by exposing an individual to
a “priming” experience (such as listening to sad music) for the specific vulnerability to
become apparent (Gotlib & Krasnoperova, 1998). Cognitive vulnerabilities are typically
seen as taking the form of depressogenic schemas or tacit beliefs (Beck, 1963, 1983).
Schemas are stable, organized cognitive structures that include representations of the self
and others and serve to guide the processing of information (including perception, encod-
ing, retrieval, and problem solving). They are based on prior experiences and have an
affective valence.

Depressed youth tend, as a group, to demonstrate many of the same cognitive and
perceptual biases and distortions that characterize the thought of depressed adults. Spe-
cifically, they demonstrate negative thoughts about themselves, the world, and their
future, a tendency to selectively attend to negative events and to recall experiences associ-
ated with loss or rejection. Like depressed adults, they demonstrate maladaptive schema
(Hammen & Goodman-Brown, 1990; Hammen & Zupan, 1984; Prieto, Cole, &
Tageson, 1992; Reinecke & DuBois, 2001; Taylor & Ingram, 1999), which may lead
them to attribute negative meanings to their experiences. They tend, for example, to view
themselves as unlovable, undesirable, or flawed and to view others as unreliable,
unsupportive, and uncaring. Depressed youth often anticipate rejection and tend to rumi-
nate about their predicaments. Like depressed adults, depressed youth demonstrate defi-
cits in rational problem solving, as well as deficits in problem-solving motivation. Spe-
cifically, they tend to anticipate that their attempts to solve life’s problems will not be
successful, and consequently avoid addressing problems directly or approach them in an
impulsive, careless manner. Many depressed youth maintain perfectionistic standards,
which can impede treatment and place them at risk for relapse. Finally, depressed youth
tend, as a group, to demonstrate a negative attributional style. That is, they tend to view
losses or failures as stemming from personal characteristics that are broad, stable, and
unchanging. They may, for example, attribute a failure on a math exam to the fact that
they “are just plain stupid,” rather than to the fact that did not study sufficiently, that
there were other external factors that may have contributed to their poor performance,
and that they have specific difficulties with this course (but have done well in other
areas). In summarizing the literature on cognitive vulnerability for depression, Ingram et
al. (2006) state, “Data from studies examining the cognitive characteristics of children
who are at risk for depression support the idea that these children have negative cognitive
structures available . . . [which take the form of] negative self-schemas that, when
accessed, are linked to the appearance of self-devaluing and pessimistic thoughts, as well
as to dysfunctional information processing” (p. 79). Each of these cognitive and percep-
tual factors may be implicated in a child’s depression and may serve as a target for clinical
intervention; see Table 8.2.

Interpersonal factors also are implicated in the development and maintenance of
depression (Hammen, 1992; Ingram et al., 2006). Relationships between depressed youth
and their parents often are characterized by conflict, problems with attachment, commu-
nications difficulties, and rejection (Barber, 1996; Beardslee, Versage, & Gladstone,
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1998; Billings & Moos, 1983; Kenny, Moilanen, Lomax, & Brabeck, 1993; Parker, 1993;
Rapee, 1997). At the same time, depressed youth tend to withdraw from others and
behave in ways that alienate others and contribute to a loss of social reinforcement.
Depressed youth tend, as a group, to demonstrate social skills deficits and experience dif-
ficulties with peers (Altmann & Gotlib, 1988; Panak & Garber, 1992; Peterson, Mullins,
& Ridley-Johnson, 1985; Rudolph, Hammen, & Burge, 1994). The family and peer envi-
ronments of depressed youth are often stressful and unsupportive and so serve as a con-
text for the development of negative schemas about themselves and others. In addition,
depressed youth often behave in ways that magnify and perpetuate negative social inter-
actions, creating a pernicious feed-forward cycle resulting in additional rejection, loss,
and depression. Social learning models of depression (Lewinsohn, 1975) posit that
depression stems from a loss of perceived reinforcement. This can result from a loss of
positive reinforcement (e.g., being complimented by a coach on a strong performance or
receiving a good grade) or an increase in negative outcomes (e.g., being criticized by a
parent or failing a quiz). An explicit goal of CBT is to increase the availability and
salience of positive reinforcement and decrease negative reinforcement or punishment.
Social and behavioral difficulties are an important focus of treatment in CBT with
depressed youth (see Table 8.3). Inasmuch as families of depressed youth tend to be char-
acterized by more conflict and less support, cognitive therapists work with both children
and parents to break these negativistic cycles and create more positive, supportive rela-
tionships.

Finally, studies suggest that depressive episodes are often precipitated by stressful life
events (Monroe & Hadjiyannakis, 2002). Children and adolescents are particularly sensi-
tive to social loss, and depressive episodes are often triggered by arguments, conflicts, or
loss in relationships with parents or peers. Recent research suggests that there may be
associations between major and minor stressful life events and depression among youth
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TABLE 8.2. Cognitive Targets of Cognitive-Behavioral Intervention

1. Automatic thoughts (self, world, future) and images

2. Perceptions

3. Cognitive distortions

4. Memories

5. Schemas, assumptions

6. Goals, wishes, plans, standards (perfectionism)

7. Problem solving (rational skills, problem-solving motivation)

8. Attributions

TABLE 8.3. Behavioral Targets
of Cognitive-Behavioral Intervention

1. Social skills

2. Communication skills

3. Conflict resolution, negotiation

4. Maladaptive coping (alcohol or drug use,
cutting and parasuicidal behavior)

5. Attachment difficulties



(Compas, Grant, & Ey, 1994; Goodyer, Wright, & Altham, 1988; Goodyer, Herbert, &
Altham, 1998). Not all youth who experience a stressful life event, however, become clin-
ically depressed. Responses to negative life events appear to be moderated by the
availability of social supports, problem-solving skills, and cognitive factors associated
with resilience (e.g., cognitive flexibility, stable self-concept). As noted, contemporary
cognitive-behavioral theories of vulnerability to depression (Abramson, Metalsky, &
Alloy, 1989; Beck, Rush, Shaw, & Emery, 1979; Gotlib & Hammen, 1992; Spence &
Reinecke, 2004) are typically presented in the form of diathesis–stress models in which
risk for depression is seen as stemming from the interaction of stressful life events and
preexisting cognitive vulnerabilities. Given the prominence of stress in most theories of
depression, cognitive-behavioral therapists work with parents of depressed youth to
reduce levels of stress at home, to develop social supports, and to support the use of
adaptive coping skills (see Table 8.4).

Depression is a complex disorder. As noted earlier, a wide range of factors—
intrapsychic, social, environmental, and biological—are implicated in its etiology and
maintenance. Moreover, these factors appear to influence one another in complex ways
(Gotlib & Hammen, 1992; Harrington, Wood, & Verduyn, 1998). Simple, linear models
for understanding mood and adaptation during childhood and adolescence, as a conse-
quence, will likely prove inadequate. With this in mind, we propose that any comprehen-
sive clinical model of depression must account for the full range of vulnerability, risk, and
resilience factors that are associated with the disorder, and that clinical interventions may
usefully target the full range of factors associated with risk. The goal of CBT, as such, is
to help depressed adolescents to become aware of negative beliefs, attitudes, expecta-
tions, and attributions and to substitute them with more adaptive beliefs and construc-
tions. Behaviorally, CBT therapists work to assist adolescents to behave in ways that will
elicit positive reinforcement, to limit behavior that elicits negative reinforcement, and to
reduce the use of maladaptive coping strategies (such as alcohol or substance abuse and
avoidant or impulsive problem solving). By flexibly combining cognitive and behavioral
strategies, CBT attempts to rapidly facilitate behavioral and emotional change.

CBT WITH CHILDREN AND ADOLESCENTS

Several cognitive-behavioral treatment protocols for treating depressed youth have been
developed during recent years (Brent & Poling, 1997; Clarke, Lewinsohn, & Hops, 1990;
Stark et al., 2006; Curry & Reinecke, 2003; Treatment for Adolescents with Depression
Study (TADS) Team, 2004; Weisz, Southam-Gerow, Gordis, & Connor-Smith, 2003).
Each emphasizes the acquisition of cognitive and behavioral skills that can used to man-
age depressed affect. Based on cognitive-mediation models (Dobson & Dozois, 2001;
Reinecke & Freeman, 2003), these protocols are founded on the assumption that cogni-
tive processes, mood, behavior, and environmental factors transactionally influence one
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TABLE 8.4. Social and Environmental Targets
of Cognitive-Behavioral Intervention

1. Stressors (major and minor)

2. Supports (family, peer, community)

3. Cues, reinforcers



another over the course of development, and that by changing beliefs, attitudes, and
thoughts, one can affect a change in one’s mood and behavior. To accomplish this, chil-
dren and adolescents are encouraged to develop specific goals for treatment and learn to
monitor their moods. They are encouraged to engage in pleasant activities, to reestablish
supportive relationships with peers and family members, and to engage in activities that
provide a sense of accomplishment or mastery. Specific skills, including relaxation, con-
flict resolution and negotiation, identification of cognitive distortions or biases, identifi-
cation of maladaptive thoughts, rational disputation of maladaptive thoughts, and devel-
oping realistic counter-thoughts often are taught. Early treatment manuals tended to be
highly structured and encouraged therapists to teach specific skills to all patients in a spe-
cific order. Protocols developed during recent years, however, allow for therapists to tai-
lor their interventions to the needs of individuals by including mandatory or standard
skills, which all youth are taught, and elective skills, which are introduced when needed.
Recently developed “modular” approaches to cognitive-behavioral therapy (Curry &
Reinecke, 2003; Rohde, Feeny, & Robins, 2005) are prescriptive in the sense that they
permit clinicians to select therapeutic techniques based on the specific cognitive and
behavioral vulnerabilities of individual patients. They offer therapists strategies and tech-
niques that can be modified and shaped to meet the needs of youth with different levels of
cognitive and emotional development, different presenting concerns, and different family
and community contexts.

COGNITIVE THERAPY IN PRACTICE: SPECIFIC STRATEGIES

As discussed earlier, depressed children, like depressed adults, manifest negative views of
themselves, their world, and their future. These negative thought patterns increase the
probability that they will become depressed when they encounter a stressful life event,
such as a loss or a failure. These maladaptive cognitive patterns are acquired and consoli-
dated in a social context. Early experiences of abuse, neglect, or emotional unresponsive-
ness can lead children to believe that they are undesirable or unlovable, that they cannot
count on others to reliably protect or support them, and that others are potentially reject-
ing and uncaring. These early beliefs or “working models” (Bowlby, 1969, 1970) are sub-
sequently internalized as maladaptive schemas about the self and others (Gotlib &
Hammen, 1992; Ingram et al., 2006; Reinecke & Rogers, 2001). A range of strategies are
brought to bear to change these beliefs and to develop more adaptive information-
processing skills. By working with parents to improve relationships at home, and with
youth to improve relationships with peers, cognitive-behavior therapy endeavors to
change the social environments that support the development of maladaptive beliefs. A
list of specific therapeutic interventions is presented in Table 8.5.

Two cognitive-behavioral paradigms developed for treating depressed adults have
been successfully modified for use with children and adolescents and have greatly influ-
enced contemporary clinical practice. Aaron Beck’s cognitive therapy tradition focuses on
changing maladaptive beliefs, attitudes, and schemas, whereas Peter Lewinsohn’s behav-
ioral tradition emphasizes the development of social skills, activity scheduling, and relax-
ation training as a means of increasing the rate and salience of reinforcements in the
child’s life.

Beck’s cognitive therapy of depression directly endeavors to change maladaptive
information-processing strategies and beliefs. Beck (1983) hypothesized that depression-
prone individuals possess “dysfunctional attitudes” or schemas about themselves (seeing
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themselves as flawed, unlovable, defective), their world (seeing it as dangerous, rejecting,
and unsupportive), and their future (seeing it as hopeless, they are unable to bring about
desired outcomes). This negativistic belief system, when activated, influences perceptual,
memory, and interpretive processes, resulting in a negatively biased understanding of the
individual’s experiences. Depression-prone children may, for example, be more likely to
notice and recall situations in which they had failed at school or not been invited to a
sleepover, and to overlook or minimize situations in which they had been successful or
enjoyed playing with friends. Interventions based in this tradition attempt to overcome
these depressogenic cognitive and perceptual biases.

The Coping with Depression course (Clarke et al., 1990) is a behaviorally based psy-
choeducational group intervention based on the assumption that depressed youth experi-
ence low rates of positive reinforcement and that they behave in ways that may contrib-
ute to a loss of social support. In this course, adolescents are taught that thoughts,
emotions, and behaviors reciprocally influence one another and that by changing one’s
thoughts, perceptions, and behaviors, it is possible to influence one’s mood. Positive
thoughts lead to positive behaviors and positive moods in an “upward spiral,” whereas
depressive thoughts lead to negativistic behavior and dysphoric mood in a “downward
spiral.” Thus, adolescents are taught cognitive, behavioral, and social skills as a means of
facilitating clinical improvement.

In practice, there are important points of contact between these treatment ap-
proaches. They are technically similar, differing primarily in emphasis. Beck’s approach,
though decidedly cognitive in nature, encourages participation in enjoyable, reinforcing
activities and encourages individuals to participate in social activities as a means of
changing maladaptive beliefs. At the same time, Lewinsohn’s approach includes many
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TABLE 8.5.Cognitive-Behavioral Interventions

1. Rationale

2. Goal setting

3. Mood monitoring

4. Activity scheduling
a. Pleasant activities
b. Social activities
c. Mastery activities

5. Problem solving
a. Rational problem solving
b. Problem-solving motivation

6. Automatic thoughts
a. Rational disputation
b. Adaptive self-statements

7. Cognitive distortions

8. Affect regulation

9. Social skills

10. Assertiveness

11. Negotiation/communication and compromise

12. Parent–child interaction
a. Attachment security
b. Parent training

13. Taking stock and relapse prevention



cognitive components and actively endeavors to develop individuals’ ability to recognize
and appreciate reinforcers in their environment and how negativistic beliefs can influence
their behavior. Here, however, change in cognition is in the service of increasing rates of
reinforcement. The cognitive-behavioral protocols we have discussed have many features
in common, and an argument can be made that effective treatments flexibly use many of
their shared components (Evans et al., 2005). Several of these treatment modules are dis-
cussed in turn.

Psychoeducation

Effective treatments tend to be psychoeducational in nature. Children and adolescents
typically are referred for treatment by their parents, who are confused by their children’s
difficulties and are unsure what can be done to solve them. Parents are often frustrated
and frightened by the recurring nature of their child’s problems, and by their inability to
rectify them. With this in mind, CBT therapists typically begin treatment by educating
youth and their parents about depression and CBT. Using the child’s and the parent’s
descriptions of their concerns, the therapist presents an integrative model of depression
and the cognitive-behavioral model of treatment. The therapist notes how depression is
multiply determined, and how cognitive, behavioral, emotional, biological, and environ-
mental factors interact in contributing to the child’s distress. Whenever a new technique
is introduced, the therapist begins by presenting a rationale. It is important that patients
and their parents understand the strategy and how it may be helpful for them. When
needed, research findings may be discussed (e.g., benefits of CBT versus medica-
tion, suicidal ideations and medications, risk of relapse), and popular books (e.g.,
More Than Moody, Mind over Mood), websites (e.g., www.cognitivetherapy.com,
www.academyofct.org), and workbooks can be recommended.

Therapeutic Collaboration

The therapeutic relationship in CBT is collaborative in nature (Beck et al., 1979). The
CBT therapist is neither nondirective (as in Rogerian, supportive, or psychodynamic psy-
chotherapy), nor highly directive (as in behavior therapy). Rather, the therapist is active
and works with the patient to understand his or her difficulties and how the youth under-
stands his or her world. The youths’ (and their parents’) thoughts, attitudes, beliefs, attri-
butions, expectations and assumptions are treated as hypotheses to be examined to deter-
mine their validity and utility. It is vitally important for children and their parents to feel
that their therapist appreciates their concerns and perspectives. The parental belief that
the therapist does not understand them or appreciate their views is a strong predictor of
premature termination of treatment. With this in mind, we typically conclude each ses-
sion by asking parents and children if they feel they have been understood that day and if
there is anything important that has been overlooked.

Depressed children and their parents often feel hopeless and helpless. With this in
mind, the CBT therapist endeavors to communicate a sense of optimism and confidence.
In contrast to dynamic psychotherapy, in which negative transference reactions toward
the therapist within the therapy session are accepted and interpreted, in CBT therapists
actively attempt to identify and address patients’ negative thoughts and expectations
about therapy. Patients and parents are encouraged to express any concerns they may
have, so that negative feelings about the therapy can be addressed before they undermine
the therapeutic rapport. Adolescents (and their parents) are unlikely to participate in
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activities that they believe will not be helpful. Inasmuch as feelings of pessimism are a
defining characteristic of depression, CBT therapists attempt to model a realistic sense of
optimism within the therapy session.

Goal Setting

Cognitive-behavioral therapy is strategic and problem focused. Every statement, ques-
tion, and intervention during the therapy session is directed toward gathering informa-
tion, clarifying or changing a thought or a belief, or developing an adaptive behavioral
skill. An important function of the therapist is to maintain the therapeutic focus and pro-
vide structure. The therapist, the child, and his or her caregivers begin treatment by dis-
cussing their goals for therapy. Establishing treatment goals is no small task, as the objec-
tives of children and those of parents often have little in common. Parents, for example,
often want their child to be more polite and compliant, to get along better with siblings,
and to improve his or her school performance. Adolescents, in contrast, often feel that
they have no problems (other than their parents’ nagging them) and want to be left alone.
Neither the parent nor the teen, however, may acknowledge that the adolescent is clini-
cally depressed and has been experiencing suicidal ideations. Our initial goal as thera-
pists, then, is to guide the parent and the child in developing a list of goals that all can
agree upon. The goals should be meaningful, specific, and concrete (i.e., decrease depres-
sive symptoms, decrease frequency of arguments). The therapist then works with the
child and the parents to monitor progress in achieving these goals over the course of
treatment.

Homework

Patient activity is a strong predictor of therapeutic outcome. It may be argued, then, that
homework assignments are a crucial component of CBT. As in CBT with adults, children
and adolescents are strongly encouraged to engage in at least one task each week that will
allow them to test the validity or utility of a belief, gather information, or develop a new
skill. Every CBT session concludes with developing a homework assignment. Inasmuch
as the term homework often has negative connotations for children and adolescents, one
can simply give it another name (e.g., “something to try this week”). Children and ado-
lescents often are not compliant in completing their therapeutic homework assignments.
It can be helpful, then, to recruit parents to serve as a “coaches” for completing assign-
ments at home and to identify cognitive or environmental “chocks” or “blocks” that
impede completion. If, for example, a teen believes that “it won’t work . . . nothing
helps,” he or she will be unlikely to attempt the assignment. The validity of these beliefs
can be tested (as one would test any automatic thought), and more adaptive beliefs (e.g.,
“I haven’t tried this before . . . it’s worth a shot . . . can’t hurt to try”) can be suggested.
Providing a rationale for the assignment, collaboratively developing the task, recognizing
and rewarding attempts to complete homework assignments, and reflecting on positive
outcomes of completing homework assignments can all improve compliance (Friedberg
& McClure, 2005; Hudson & Kendall, 2005).

Mood Monitoring

CBT is founded on the assumption that, by changing cognitions, it is possible to change
one’s mood. Before children and adolescents can understand relations between thoughts
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and mood, however, they must be able to monitor their moods. They need to be able to
distinguish and label different emotional states, discriminate levels of intensity of mood,
and appreciate how moods can change over time. Children and adolescents are taught to
track how they are feeling (we recommend monitoring both positive and negative
moods), so that they will be able relate these moods to situations that make them feel
better or worse and to identify accompanying thoughts. By monitoring positive and nega-
tive moods, they come to appreciate that they don’t “always feel bad” and that their
moods are “movable” or changeable. Children and adolescents practice rating moods on
a 0–10 “feelings thermometer,” with the patient providing anchors for various points on
the scale. After a child becomes proficient at rating his or her moods, the child is asked to
record situations in which he or she felt this way and the events that led to changes in his
or her mood. Finally, children practice recording the thoughts that accompanied each sit-
uation. As they come to recognize that there are some activities that lead them to feel
worse, and others that are associated with feeling better, they are encouraged to increase
the activities that make them feel better. Mood monitoring, then, serves as a foundation
for a new clinical skill, activity scheduling.

Activity Scheduling

Depressed children, like depressed adults, tend to engage in relatively few activities that
give them a sense of pleasure or accomplishment. They tend to withdraw from other peo-
ple, and often stay in their bedrooms and engage in solitary activities (such as listening to
music, watching TV, surfing the Web, or playing videogames). With this in mind, the CBT
therapist talks with the parent and child about the importance of participating in activi-
ties that are fun and that provide a sense of competence or achievement. Again, this is no
small task. Depressed youth often experience difficulty in identifying activities they
would enjoy (i.e., “Nothing is fun”), and parents frequently feel it is inappropriate to
“reward” their child with pleasant activities before the child’s demeanor and behavior
improve. It is thus quite important to share the rationale for the intervention with the
family and to keep its primary function (alleviating depression, rather than improving
compliance) in mind. The therapist begins by working with the child to develop a list of
activities that he or she may enjoy. Activities on the list should be genuinely enjoyable to
the child or adolescent, safe, active, inexpensive, readily available, legal, and (prefera-
bly) social. If the patient experiences difficulty in identifying potentially enjoyable
activities, the therapist can “prime the pump” by giving the child a copy of Peter
Lewinsohn’s “Pleasant Activities Checklist.” A copy of this list is available as a pdf file at
www.ori.org. Although the list was developed for use with adults and is somewhat dated,
teenagers often find it interesting, even amusing, to complete. We simply ask them to read
the list and circle any item to which they may respond, “If I did this, I might like it.”
From the responses, we collaboratively develop a list of 10 activities they would like to
pursue. Once this list has been compiled, we count the number of times they have
engaged in these activities over the past week in order to generate a baseline. We also ask
them to rank their moods during the days of these activities. The patients, with the sup-
port of their parents, are then asked to increase the number of pleasant activities they
participate in each day and to note the corresponding change in their moods. A similar
approach can be used to increase participation in activities that are associated with feel-
ings of mastery or competence. We typically encourage patients to participate in one or
two pleasant and mastery activities per day. Whether it is a cause or consequence of
depression, depressed youth tend, as a group, to engage in few activities that are enjoy-
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able or that provide a sense of competence. Systematically scheduling and participating in
pleasurable activities, and completing tasks that provide a sense of accomplishment, pro-
vide a powerful tool for alleviating depression.

Social Interaction

Interpersonal factors—including social withdrawal, excessive dependency, social inhibi-
tion, and impaired social skills—can put individuals at risk for depression and increase
the likelihood of relapse and recurrence (Joiner, 2002). Depressed youth tend to with-
draw from others and to behave in ways, both subtle and obvious, that alienate peers and
family members. They tend, as a group, to avoid eye contact, seldom smile or laugh, ask
few questions, slouch, seek reassurance from others, direct conversations to themselves
and their problems, solicit negative feedback from others, and complain. Dysphoric indi-
viduals tend, as well, to behave in an obsequious, dependent manner that may cause or
maintain their depression. Studies indicate that interpersonal skill deficits such as these
can interfere with individuals’ ability to gain positive social reinforcement and can, under
some circumstances, put them at risk for depression (Joiner, 2002). Social skills training
can be used to help children and adolescents who experience difficulty in making and
keeping friends (Clarke et al., 1990). Through modeling, role play, discussion, and guided
practice, depressed youth develop skills for meeting, greeting, and talking with others, for
maintaining appropriate eye contact, and for entering and leaving conversations. They
are encouraged not to excessively seek reassurance from others and to assiduously avoid
soliciting negative feedback. Specific negative thoughts that may interfere with social
relationships (e.g., “Nobody will like me,” “I have no personality,” “Nobody cares . . .
they’re all snobs and idiots”) are identified and addressed through rational disputation.

Problem Solving

Depressed children and adolescents often demonstrate poor problem-solving skills and
low problem-solving motivation. They view their problems as unsolvable and so either
avoid addressing them or approach them in an impulsive, careless manner. Depressed
youth often experience difficulty in identifying problems, generating possible solutions,
evaluating them, and implementing them. Problem-solving training can be quite helpful
in addressing these difficulties. Youth are taught strategies for confronting and resolving
problems that would otherwise lead them to feel depressed and powerless. The CBT ther-
apist begins by acknowledging that everyone has problems and suggesting that the only
thing that discriminates the easily solvable from the overwhelming is the availability of
strategies for managing them. The therapist then presents problems that other children
and adolescents might encounter (e.g., lost or broken toy, poor grades, curfew, problems
with friends, chores, a lost dog), and the patient is encouraged to identify a specific prob-
lem and to generate a range of possible solutions that might be tried. The therapist and
the patient then discuss the pros and cons of the various solutions (including short- and
long-term consequences) and select the best course of action. Once the child becomes
comfortable with generating and evaluating solutions for others’ problems, a formal
model of problem solving is introduced. Using the acronym RIBEYE, youth are taught to
approach problems in a thoughtful, systematic manner. RIBEYE stands for Relax, Iden-
tify the problem, Brainstorm possible solutions, Evaluate their strengths and weaknesses,
say Yes to one (or two), and Encourage yourself for success. Beginning with simple prob-
lems, the therapist guides the child through the process of solving problems in his or her
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life. As this is accomplished, the patient is encouraged to address more significant prob-
lems and to practice using RIBEYE at home and at school. It is important to keep in mind
that problem solving training is designed to teach youth how to think about problems
and stressful life events, rather than what to think. The focus is not on rectifying mal-
adaptive beliefs, but on providing skills for managing life’s challenges. As Frauenknecht
and Black (2004) note, our goal is to teach problem-solving skills that can be used in a
range of settings. This is done by providing the child with graduated experiences in ther-
apy (using modeling and role play) and integrating this with in vivo practice. The general-
ization of skills is most likely to occur when explicit attempts are made to bring it about.

Affect Regulation

Clinically depressed youth frequently manifest deficits in the ability to modulate negative
moods. When confronted by events that would, for many, lead to mild feelings of sad-
ness, vulnerable youth can rapidly become severely despondent. They lack the requisite
cognitive, behavioral, and social skills needed to effectively regulate their moods. As a
consequence, they are often described by parents and others as “moody” or “volcanic.”
Such depressed youth are taught specific strategies for coping with emotionally arousing
situations. Using a blank emotions thermometer, the therapist asks the adolescent to
describe his or her feelings when he or she is “about to lose it . . . When your feelings are
going out of control.” The patient is then asked to identify thoughts, physiological sensa-
tions, and behavioral cues that occur just before his or her mood escalates to this level.
These cues are typically feelings of agitation, tension, and thoughts such as “I can’t take
this!” As anchors are placed on the thermometer, the patient comes to identify cues indi-
cating that his or her mood is beginning to escalate and that he or she will need to take
action to prevent an outburst. The therapist and the teen then work collaboratively to
develop a list of cognitive, behavioral, and social strategies that can be introduced before
the mood escalates. Such strategies include performing relaxation exercises, leaving the
situation, using adaptive self-statements (e.g., “It’s no big deal, there’s nothing here I can’t
handle”), seeking social support, and using distraction. Many depressed youth, when
they experience mild feelings of sadness, tend to reflect on their emotions and their pre-
dicaments. This perseverative process of self-focused attention and tendency to ruminate
can magnify their feelings of dysphoria and can place individuals at risk for longer and
more severe depressive episodes (Nolen-Hoeksema, 1991; Nolen-Hoeksema & Morrow,
1991). Therefore, ruminative youth are taught to direct their attention away from their
inner emotional states and to engage in solution-focused thinking. Using rational
problem-solving skills, they learn to cope more effectively with stressful life events and
challenges that are contributing to their distress. By anticipating situations that may lead
to an emotional outburst, an adolescent can prepare for them.

Automatic Thoughts and Cognitive Distortions

In CBT for depression, a great deal of emphasis is put on teaching adolescents to identify
and change maladaptive thoughts and to challenge errors in thinking. Certain cognitive
distortions (i.e., perfectionism) are particularly troubling in that they can exacerbate feel-
ings of depression and put individuals at increased risk for relapse. It is important, then,
to teach youth to recognize and change these thought patterns.

Before individuals can change what they think, however, they must become aware of
what they are thinking. Beck et al. (1979) recommended using a process of guided discovery
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to assist depressed adults to identify negative thoughts and cognitive errors. Similar proce-
dures can be used with children and adolescents. Based on Socratic questioning, guided dis-
covery is a process by which a therapist, by patiently asking a series of gentle questions,
guides the patient to recognize errors in his or her logic and to see how maintaining a partic-
ular belief may be maladaptive. By avoiding direct confrontation, the therapist maintains a
collaborative rapport and demonstrates how, through careful questioning, the patient can
come to a new, more adaptive way of thinking about his or her predicament. The therapist is
doing more, however, than working to change a specific maladaptive belief or cognitive dis-
tortion. Rather, the therapist is modeling a rational way of thinking and a systematic way of
approaching life’s problems. Maintaining a Socratic, collaborative stance is particularly
important with children and adolescents, as direct attempts to challenge a belief may be
taken as a reprimand and may lead children to defensively attempt to “prove they are
right.” Simply pointing out a child’s maladaptive thoughts and cognitive distortions (e.g.,
“Nobody likes me,” “I’m too stupid to do anything”) and suggesting alternative, more posi-
tive, thoughts is not likely to be effective. Rather, the child or teen must recognize that his or
her negative beliefs are, in fact, untrue, and develop skills for evaluating the validity of his or
her thoughts that can be used in a range of situations. To promote the generalization of these
skills to new settings, the CBT therapist encourages children and adolescents to apply cogni-
tive techniques, learned in the therapy session, to problems they encounter at home and at
school as part of their homework.

Building on the patient’s understanding of mood monitoring, we ask the patient to
recall thoughts that he or she has experienced in depressing situations in the past. Most
youth have little difficulty with this and readily share why they are upset by events in
their lives. One need only ask, “What was going through your mind then?” or “What
was the most upsetting thing about this?” Should difficulties arise in identifying negative
thoughts, they can be asked to complete objective rating scales of common negative
thoughts. The Children’s Automatic Thoughts Questionnaire can be quite helpful with
school-age children, and the Young–Brown Schema Questionnaire is useful with older
adolescents in identifying possible maladaptive beliefs. In a similar manner, teens can be
provided with a list of common cognitive distortions and, after reviewing it, be given a set
of brief hypothetical vignettes illustrating them. This provides the adolescents with an
opportunity to identify cognitive distortions and maladaptive thoughts in others’ lives
and to reflect on how they may experience them in their own lives. As they become adept
at identifying maladaptive thoughts during sessions, teens are asked to complete a three-
column mood log at home as a homework task.

Developing Adaptive Counter-Thoughts

Once adolescents have an understanding of negative thoughts and cognitive distortions,
and of how these can maintain negative moods, they are taught how to change them by
“talking back” to their thoughts. As in CBT with adults, depressed children and adoles-
cents are encouraged to view their thoughts and beliefs as hypotheses to be tested, rather
than as facts. They learn to pay particular attention to information that may be inconsis-
tent with these beliefs and to revise their thoughts based on new information.

Once teenagers have become aware of their negative thoughts and recognize how
they may influence their moods, they are taught to evaluate them though rational dispu-
tation. This is an advanced cognitive skill, and the argument has been made that it is nec-
essary for youth to possess hypothetico-deductive reasoning (formal operational thought)
before they can use it effectively. Briefly, the therapist and the adolescent subject auto-
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matic thoughts to logical analysis by (1) examining evidence for and against the belief, (2)
determining if there is another, more adaptive, way of understanding the experience that
is more consistent with the evidence, and (3) identifying alternative courses of action or
possible solutions for remaining problems.

We introduce the concept of rational disputation to youth with an analogy—“Con-
trasting Coaches.” Most children and adolescents have participated in a sport, and we
inquire which they would prefer after they have made a mistake: Coach A, who yells and
berates them for their failure, and who admonishes them not to make such a bonehead
mistake again, or Coach B, a supportive coach who notes what led to the mistake, dem-
onstrates how to overcome it, encourages them not to get down about it, and reinforces
their efforts to improve? Children invariably select Coach B, allowing us to discuss how
we “coach ourselves” through losses, failures, and problematic situations. Are we self-
punitive, negative, perfectionistic, and self-critical; or positive, balanced, and solution
focused? If you were to adopt a more positive, solution-focused stance, how would you
feel? How would you act?

Using automatic thoughts that the adolescent has identified, the CBT therapist then
teaches the adolescent specific strategies for rectifying maladaptive thoughts. The child
learns that evaluating evidence is the key to resolving life’s problems. Upsetting thoughts
are seen as questions or hypotheses to be tested, and evidence is sought to ascertain their
validity and utility. Specifically, the child is taught to ask:

1. What is the evidence that supports the thought?
2. Is there any contradictory evidence? Is there any evidence I have overlooked, or

anything that might lead me to think the thought may not be true?
3. Is there another way of looking at the situation?
4. If the negative thought is true, is it really such a big deal?
5. What is the solution? What can be done to handle this?

Through role playing and role reversal, the therapist can model getting “stuck” in a
negative automatic thought and seek the patient’s help in thinking about the problem in
new ways. Difficulties most often occur at two points in this sequence—at Question 3,
when adolescents are asked to develop an alternative, more adaptive, understanding of
events, and at Question 5, when they are asked to consider new courses of action and
how adopting a new perspective would influence their behavior and to reflect on how
new ways of behaving would affect their mood. In light of these considerations, home-
work assignments center on developing helpful counter-thoughts and on listing ways in
which they can be applied in daily life. It can be helpful, as well, to examine whether
maintaining a negative belief may be functional in the child’s life. Several years ago we
worked with a depressed young woman who, whenever she was complimented, would
negate the compliment and criticize herself. If complimented on her clothes, for example,
she would respond “No, it’s really ugly, my clothes are terrible,” leading her to feel
worse. Interestingly, her self-criticisms were often followed by additional compliments
from her friends (e.g., “No, it really is a cool sweatshirt, I like it!”), reinforcing the
patient’s statement and initiating yet another round of self-criticism. When asked why she
did this, she commented, “Mom always told me not to get too proud . . . If I’m hard on
myself, it keeps other people from doing it.” Her depressogenic self-criticism was, from
her perspective, reasonable and adaptive. Moreover, it was being reinforced by her peers
and her mother. These ancillary beliefs—that one should “never act proud” and “others
will criticize me”—became the focus of additional rational disputation.
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It is worth noting that cognitive therapists are not simply encouraging youth to think
positively or to adopt a “positive mental attitude.” Rather, our goal is to develop their
ability to think flexibly and adaptively and to use newly developed capacities for
hypothetico-deductive reasoning in ways that allow for greater freedom of action as well
as a sense of efficacy and hope. Adaptive counter-thoughts, as such, must not only be
positive; they must be reasonable.

Relaxation Training

Depressed children and adolescents often become tense and anxious when confronted
with stressful life events or social situations. These feelings of anxiety and tension can
reduce their awareness of reinforcers and can interfere with their ability to use the cogni-
tive and behavioral skills they have learned. Relaxation training can be particularly help-
ful, then, for children or adolescents who report feeling tense or “stressed out” or who
have a history of a comorbid anxiety disorder. Treatment begins by asking children to
monitor situations in which they feel anxious and the thoughts they are experiencing in
those settings. As they become aware of anxiety-provoking situations, they are asked to
note how their anxiety is manifested physically. Do they, for example, experience feelings
of tension, headaches, sweating, or stomachaches? They are then taught simple relax-
ation techniques, including controlled breathing, guided imagery (e.g., relaxing on a
warm beach), muscle relaxation, and adaptive self-statements (e.g., “No problem
here . . . nothing I can’t handle”). The techniques can be audiotaped so that a teen can
practice them at home. As in CBT for anxiety disorders, youth are encouraged not to
avoid anxiety-provoking situations, but to confront them. Through guided practice, they
come to see that exposure and mastery are the keys to overcoming one’s fears. As one
anxious teenager succinctly noted, “If you’re afraid of dogs, sooner or later you’ve got to
pet the puppy!”

Taking Stock and Relapse Prevention

The final phase of CBT with depressed youth focuses on consolidating the skills they have
learned over the course of treatment and preventing relapse. The therapist, the patient,
and his or her parents review the gains that have been made and determine which cogni-
tive and behavioral skills have been most helpful. There is an emphasis on identifying
associations between the use of these skills and the positive changes that have been
observed. The specific problems and concerns that precipitated the referral for therapy
are reviewed, and ways of coping with similar events, should they occur, are discussed.
Because depression is a recurrent disorder and feelings of sadness are a normal part of
every life, the possibility that the patient will experience feelings of dysphoria at some
point in the future is discussed. Strategies for managing these feelings are reviewed, as are
ways of managing “high-risk” situations he or she may encounter. Maintenance therapy
sessions to prevent relapse and follow-up booster sessions are scheduled.

IS CBT EFFECTIVE WITH DEPRESSED YOUTH?

Controlled outcome studies completed over the past 25 years indicate that individual and
group CBT can be useful in treating depression among children and adolescents, and that
these gains may be maintained over time (for thoughtful reviews, see Curry, 2001;
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Fonagy et al., 2002; Harrington, Whittaker, Shoebridge, & Campbell, 1998; Lewinsohn
& Clarke, 1999; Moore & Carr, 2000; Reinecke et al., 1998; Weisz et al., 2006).

The first controlled trial of CBT with depressed youth was completed by Butler,
Meizitis, Friedman, and Cole (1980), who assigned 54 depressed youth to group CBT, a
social skills group, a support group (which served as an attention-placebo control), or a
waiting-list control. Youth in the two active treatment groups showed clinically signifi-
cant gains relative to those in the two control groups. Interestingly, participants in the
social skills group fared better that those receiving CBT.

Several years later, Reynolds and Coats (1986) completed a study in which 30 mod-
erately dysphoric adolescents were randomly assigned to group CBT, relaxation training,
or a waiting-list control condition. Youth receiving one of the active treatments demon-
strated a significant reduction in depressive symptoms relative to those in the control con-
dition. These gains were maintained over a brief (5-week) follow-up period. Differences
were not observed, however, between adolescents who had received CBT and those who
had received relaxation training.

Shortly thereafter, Stark, Reynolds, and Kaslow (1987) published the results of a
study of 28 depressed adolescents. Youth were assigned to self-instructional training
(SIT), a problem-solving skills training (PSST) group, or a waiting-list control condition.
Adolescents who received active treatment demonstrated significantly greater reductions
in severity of depression than did controls. These gains were maintained over an 8-week
follow-up period.

Several years later, Lewinsohn, Clarke, Hops, and Andrews (1990) evaluated the
efficacy of the Coping with Depression (CWD) course, a group CBT protocol that
emphasizes the development of social skills, relaxation, and maintaining social relation-
ships as a means of alleviating depression among adolescents. Fifty-nine high school stu-
dents meeting the criteria for a depressive disorder were randomly assigned to either
group CBT, group CBT supplemented by parent training, or a waiting-list control condi-
tion. Adolescents who received CBT demonstrated significant reductions in depression
relative to those in the control condition. These gains were maintained over a 2-year
follow-up period. Clinical improvement was similar in the two CBT conditions. The
addition of a parent training component, then, did not appear to facilitate clinical
improvement. The Coping with Depression Course has been refined over the past 15
years and can be quite effective for treating mild to moderate depression. A copy of the
CWD protocol can be obtained from the authors at www.kpchr.org/public/acwd/
acwd.html.

That same year, Lerner and Clum (1990) published the results of a comparative out-
come study examining the relative efficacy of group social problem-solving therapy and
supportive psychotherapy for treating adolescents who were suicidal. They found that
problem-solving therapy was more effective than supportive psychotherapy for reducing
severity of depression, alleviating feelings of pessimism, and reducing feelings of loneli-
ness at posttreatment and at 3-month follow-up.

Kahn, Kehle, Jenson, and Clark (1990) published the results of a study of the effec-
tiveness of group CBT, relaxation training, and self-modeling interventions for treating
depressive symptoms among 10- to 14-year-old students. Participants were randomly
assigned to one of the three active treatment groups, or to a waiting-list control. Youth
who received an active treatment demonstrated a significant reduction in severity of
depression relative to those in the control condition. These gains were maintained at 1-
month follow-up. Few differences were observed, however, between outcomes for the
three active treatments.
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Several years later, Wood, Harrington, and Moore (1996) examined the relative
effectiveness of brief (6-session) individual CBT and relaxation training for treating clini-
cally depressed adolescent outpatients. At the conclusion of the acute treatment phase,
youth receiving CBT were more likely to have remitted than those in the control condi-
tion. These differences were not apparent at 3-month follow-up, though, owing to the
continued improvement of youth who had received relaxation training.

In a second study, Kroll, Harrington, Jayson, Fraser, and Gowers (1996) found that
depressed adolescents who continued to receive CBT after remission demonstrated lower
rates of relapse and recurrence than did those in a control group who discontinued CBT
after their depression had lifted.

Based on earlier work by Beck and colleagues (1979), Brent and Poling (1997) devel-
oped a CBT protocol emphasizing rational disputation of maladaptive beliefs. The effec-
tiveness of this treatment was examined in a randomized controlled trial comparing CBT,
systemic behavioral family therapy (SBFT), and nondirective supportive therapy (NST)
for treating clinically depressed adolescents (Brent et al., 1997). One hundred and seven
adolescents were randomly assigned to one of the three active treatments. Adolescents
who received CBT demonstrated higher rates of remission from depression than did
youth who received either SBFT or NST (60% versus 38% or 39%, respectively). More-
over, youth who received CBT evidenced a more rapid response than those in the other
two groups.

Clarke, Rohde, Lewinsohn, Hops, and Seeley (1999) replicated earlier findings
reported by Lewinsohn et al. (1990) in an investigation of the efficacy of two versions of
the CWD cognitive-behavioral group intervention. One hundred and twenty-three ado-
lescents (ages 14–18) meeting the criteria of the Diagnostic and Statistical Manual of
Mental Disorders, third edition, revised (DSM-III-R) for major depressive disorder and/or
dysthymia were randomly assigned to one of three conditions—adolescent-only group
therapy, adolescent group therapy supplemented by a parent treatment component, or a
waiting-list control group. At the conclusion of the acute treatment phase, adolescents in
both treatment groups improved significantly more than controls in depressive symptom-
atology reported on the self-report Beck Depression Inventory (BDI; Beck, Ward,
Mendelson, Mock, & Erbaugh, 1961), though not on the clinician-rated Hamilton Rat-
ing Scale for Depression (HAM-D; Hamilton, 1960). Although the magnitude of the dif-
ference between active treatments and the waiting-list control was smaller than had been
observed in the original (Lewinsohn et al., 1990) study, adolescents in both active treat-
ment groups recovered from episodes of depression at a significantly higher rate than did
controls. At 2-year follow-up, the authors also found that booster sessions did not reduce
the rate of recurrence for depression, but appeared to accelerate recovery among adoles-
cents who were still depressed at the end of the acute phase. The possibility exists, then,
that youth who remain mildly depressed at the conclusion of acute treatment may benefit
from additional outpatient CBT.

Finally, Rosselló and Bernal (1999) evaluated the efficacy of cognitive-behavioral
therapy and interpersonal psychotherapy (IPT) for treating depressive symptoms in a
sample of Puerto Rican adolescents (13–18 years of age) meeting DSM-III-R criteria for
major depressive disorder and/or dysthymia. Seventy-one participants were randomly
assigned to one of the active, individual treatments or a waiting-list control group. In
comparison with controls, adolescents in both treatment conditions reported significant
reductions in depressive symptoms. These gains were maintained at 3 months post-
treatment. No differences in rates of improvement were apparent for adolescents in the
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two active treatment groups. IPT and CBT appear, as such, to have been equally effective
in this trial.

Taken together, results from 11 early randomized controlled trials suggested that
CBT may be efficacious for treating depression among adolescents. CBT was uniformly
found to be more effective than a waiting-list or attention control, and therapeutic gains
tended to be maintained over time. These findings were congruent with the results of
research completed with dysphoric prepubertal children (e.g., Weisz, Thurber, Sweeney,
Proffitt, & LeGagnoux, 1997).

Subsequent trials of CBT with depressed youth have tended to differ from earlier
studies in several important ways. Recent studies have tended to use larger samples and
have included adolescents who are more difficult to treat. Participants in recent studies
generally report higher levels of depression and have a larger number of comorbid diag-
noses than did participants in earlier trials. Recent studies have also tended to use more
rigorous controls (e.g., pill placebo or medication management, rather than a waiting-list
control). It is also noteworthy that the percentage of female participants in these studies
has been somewhat higher than in earlier investigations, and that participants in recent
studies have tended to be clinically referred outpatients rather than high school students
or community participants. Furthermore, in each of these studies, analyses were con-
ducted in accordance with intent-to-treat strategies, in contrast to several earlier studies
in which analyses were limited to treatment completers.

A study by Clarke and colleagues (2002) is representative of more recent investiga-
tions of outcome. Briefly, they evaluated the effectiveness of a cognitive-behavioral inter-
vention for treating depressed adolescents receiving services in a health maintenance
organization (HMO). Eighty-eight participants (13–18 years old) who met DSM-III-R
criteria for major depression and/or dysthymia were randomly assigned to receive typical
HMO care or usual care plus a group cognitive-behavioral intervention. Participants in
the usual care condition were permitted to receive mental health services provided by
either the HMO or by outside health care providers. Participation in the CBT interven-
tion did not yield a significant advantage in reducing symptoms of depression relative to
usual care at posttreatment, or at 12- and 24-month follow-up assessments. Similarly,
there was no difference between conditions in depression recovery rates.

Rohde, Clarke, Mace, Jorgensen, and Seeley (2004) compared a cognitive-behavioral
group treatment with a life skills tutoring intervention for the treatment of depressed
adolescents (ages 13–17 years). Ninety-one participants meeting DSM-IV criteria for
major depressive disorder and conduct disorder were randomly assigned to either the
cognitive behavioral intervention or the life skills tutoring group. Major depression
recovery rates were significantly higher for adolescents in the cognitive-behavioral group,
as compared with those receiving the life skills tutoring intervention, and youths in the
cognitive-behavioral condition reported significantly greater reductions in depressive
symptomatology. At both 6- and 12-month follow-up, recovery rates did not differ signif-
icantly between groups, however.

The Treatment for Adolescents with Depression Study Team (TADS; 2003, 2004,
2005) investigated the efficacy of cognitive-behavioral therapy, fluoxetine, and their com-
bination for treating symptoms of depression among adolescents (12–17 years) with a
primary DSM-IV diagnosis of major depressive disorder. Four hundred and thirty nine
participants at 13 sites were randomly assigned to one of four conditions: CBT, medica-
tion management with fluoxetine (FLX), a combination of CBT with FLX (Combo), or
matched pill placebo (PBO). Intent-to-treat (ITT) analyses of patients at 12 weeks
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postrandomization indicated that the combination of cognitive-behavioral therapy with
FLX produced the greatest improvement in depressive symptoms, followed by treatment
with FLX alone (TADS, 2004). The rate of response after 12 weeks of treatment for the
combination of CBT and FLX was 71%, whereas for FLX alone it was 60.6%, for CBT
alone it was 43.2%, and for PBO it was 34.8%. At 12 weeks, treatment with CBT alone
was less effective than FLX alone and was not significantly more effective than PBO.
Moreover, the remission rate was significantly higher for youth receiving a combination
of FLX and CBT relative to either treatment alone or to PBO (Kennard et al., 2006), and
youth receiving a combination of CBT and FLX demonstrated higher levels of functional
improvement, global health, and quality of life than did youth receiving either mono-
therapy (Vitiello et al., 2006). Analyses of time-to-response indicate that the probability
of an early, sustained treatment response was approximately three times greater for youth
receiving Combo treatment than PBO, and two times greater for FLX than PBO
(Kratochvil et al., 2006). Taken together, these findings indicate that a combination of
CBT and FLX may offer a greater opportunity for rapid alleviation of depressive symp-
toms and improvement of functioning for moderately to severely depressed youth than
FLX or CBT alone (March, Silva, Vitiello, & the TADS Team, 2006).

Given these results, the question naturally arises—is CBT alone effective for treating
more severely depressed youth? After receiving 12 weeks of acute TADS treatment, the
blind was broken on the two pill conditions (FLX and PBO), and treatment non-
responders were offered a choice of treatments. Full- and partial- treatment responders in
the three active treatment arms then received 6 weeks of consolidation treatment, fol-
lowed by 18 weeks of maintenance treatment. At this point all treatments were discontin-
ued and participants entered a 1-year follow-up phase. Data collected at the conclusion
of Stage III (maintenance phase) indicated that treatment gains were maintained over
time for all three active treatments. Moreover, CBT alone, FLX, and their combination
yielded equivalent levels of clinical improvement in depressive symptomatology at 36-
week follow-up. CBT alone appears, then, to be as effective as FLX or Combo treatment
for alleviating depression among adolescents, but takes longer to bring this about.

Interestingly, youth receiving CBT demonstrated a somewhat greater and more rapid
reduction in suicidal ideations than did youth receiving FLX. Although suicidal thinking
improved in all TADS treatment arms, these improvements were greatest in the two CBT
conditions (CBT alone and Combo; TADS Team, 2004; Emslie et al., 2006). Suicidal
events were twice as common among adolescents receiving FLX alone than among those
receiving CBT alone or Combo treatment, indicating that CBT may protect against
suicidality in youth. These findings are potentially quite important and are worthy of rep-
lication. They suggest that when suicidal ideations or a history of suicidal gestures are
present, careful monitoring of suicidality and a referral for CBT would be appropriate.

Taken together, these findings suggest that CBT can be effective for treating mild to
moderate depression in adolescents and that treatment gains tend to be maintained over
time (at least over the short term). The mean acute posttreatment effect size in the
Reinecke et al. (1998) meta-analysis of CBT with depressed adolescents was 1.02 (a large
effect),whereas the mean acute treatment effect size of non-TADS studies in the Weisz et
al. (2006) meta-analysis was .48 (a moderate effect). It is not yet clear why the TADS
CBT protocol appeared to yield lower short-term effectiveness than had been observed in
other studies. This may have stemmed from design characteristics of the study (such as
the use of a more stringent control group or the relatively short time frame for the acute
treatment phase), sample characteristics (e.g., more severe, higher levels of functional
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impairment, significant comorbidity), treatment characteristics (i.e., the TADS CBT pro-
tocol introduced a broad range of techniques over a short period of time, potentially
reducing the potency of any one intervention), or a combination of factors. That said,
controlled outcome studies indicate that CBT appears to be more effective than doing
nothing, is more effective than an attention control, and is more effective than empathic
and supportive encouragement. It has not been found, however, to be consistently more
effective than other active, empirically supported treatments, such as IPT or treatment
with antidepressant medications.

SHORTCOMINGS AND LIMITATIONS

Although the results of research completed to date are promising, there are important
limitations and shortcomings that should give one pause. First, although a number of
well-designed studies have been completed with depressed adolescents, few have com-
pared CBT with other empirically supported treatments and only one has compared CBT
with medication management. Moreover, controlled outcome research with clinically
depressed prepubertal youth is almost entirely lacking, as are data on the effectiveness of
CBT in community settings. Studies to date have, for the most part, been conducted in
university or medical center settings and have used highly skilled clinicians. What we
have, then, is an understanding of the efficacy of CBT under optimal conditions. What is
needed are large, well-controlled studies of the effectiveness of CBT in community set-
tings with heterogeneous clinical samples.

Although the acute treatment effect sizes reported in all but one of the published out-
come studies are statistically significant, it appears that a substantial percentage of youth
who receive CBT continue to experience significant depressive symptomatology and func-
tional impairment after 12–18 weeks of treatment. Relatively few youth in any of the
three TADS treatment conditions, for example, achieved full remission during the acute
treatment phase. Although many youth benefit from CBT, many others demonstrate a
less than optimal response. However good our treatments may be, they clearly are not
good enough. There is a possibility that children and adolescents who have partially
remitted may benefit from additional time in CBT. There is also a possibility that they
may benefit from additional treatments (i.e., therapeutic augmentation) or more intensive
treatment (i.e., a dose effect).

As noted, early-onset depression may be a particularly malignant subtype of major
depression and may be conceptually similar to chronic depression in adults (Reinecke &
Curry, 2008). Thus, combining CBT with medications may make some sense. Research
with chronically depressed adults indicated that a combination of an interpersonally
focused form of CBT and medications (in this case, nefazodone) was more effective than
either treatment alone (Keller et al., 2000). Inasmuch as only one controlled trial has been
completed examining the efficacy of combined CBT and medications with clinically
depressed youth, further research on combined treatment is needed.

Although research suggests that CBT can be effective in reducing the risk of relapse
in depressed adults, the effect of CBT on relapse and recurrence rates among depressed
youth has not been established. Given the chronic, recurring course of early-onset depres-
sion, any intervention that can reduce the risk of relapse and improve the developmental
trajectory of depressed youth would be of enormous clinical and social benefit. Addi-
tional research on the utility of maintenance CBT, and on strategies for targeting social
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and cognitive factors that appear to be associated with relapse (including perfectionism,
negative attributional style, family conflict, and excessive reassurance seeking), is war-
ranted.

The most important question for clinicians typically is not “Does this treatment
work?” but “Which treatment for which patient under which conditions?” Although we
can say with some confidence that CBT can, under some circumstances, be effective for
treating depressed youth, our understanding of predictors and moderators of treatment
response is rudimentary (Brent et al., 1998; Curry et al., 2006). As Curry and colleagues
(2006) noted, “For the practicing clinician, moderators are more helpful . . . because they
suggest directions for differential treatment selection and planning” (p. 1428). At present
there is a paucity of data on patient characteristics that predict response to CBT treat-
ment protocols or, at a finer-grained level, which patients will respond most strongly to
which specific interventions. Modular CBT (Curry & Reinecke, 2003) is founded on the
assumption that specific clinical interventions can be selected based on the individual
needs of specific patients. The utility of matching interventions to patients based on an
assessment of vulnerability factors, however, has not been demonstrated. A great deal of
additional research will be needed before we can confidently match individual patients
with specific empirically supported treatments. Most contemporary CBT protocols take
the form of omnibus packages and include an array of techniques and interventions. Rel-
atively little is known about which specific components of these programs are most
strongly associated with a positive outcome and which strategies are necessary, sufficient,
or supportive of clinical improvement. Although some dismantling studies have been con-
ducted with depressed adults (Jacobson, Dobson, & Truax, 1996), relatively little work
has been done using this strategy with depressed children and adolescents (Kazdin, 2001).

CONCLUSIONS

Early-onset depression is a serious condition that can severely damage the lives of chil-
dren and their families. Fortunately, effective treatments, including CBT, are available.
Taken together, the results of randomized controlled trials completed over the past 25
years allow us to propose tentative guidelines for treating depressed adolescents.
Although we are not advocating the dissemination of any one CBT protocol, the body of
existing evidence suggests that, for mildly to moderately depressed youth, 12–18 sessions
of CBT (either individual or group) can be effective for reducing levels of depression and
improving psychosocial adjustment. Medications can also be effective, but may be associ-
ated with a slight increase in suicidal ideations relative to placebo. Individual CBT has
not consistently been found to be effective for the acute treatment of moderate to severe
depression. Thus, a combination of CBT and fluoxetine appears to offer the best oppor-
tunity for rapid symptomatic and functional improvement for more severely depressed
youth. Relapse rates after the discontinuation of antidepressant medications are unac-
ceptably high, whereas relapse rates after CBT are substantially lower. Research com-
pleted with depressed adults suggests that CBT may be helpful for reducing the risk of
relapse and that continuation of CBT with partially remitted patients may also be of ben-
efit. Methodological problems with long-term follow-up studies make it difficult, how-
ever, to draw firm conclusions. With this in mind, we suggest that adolescents may wish
to consider continuing with maintenance medications or to receive a trial of adjunctive
CBT so that they can then be weaned from their medications. Finally, CBT is recom-
mended whenever suicidal ideations or a history of suicidal gestures is apparent. It is
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worth noting, as well, that there are significant risks associated with not treating early-
onset depression. Although depressive episodes wax and wane in intensity and tend to
spontaneously remit, major depression among youth is a chronic and recurrent disorder
and is associated with significant impairment and mortality.

REFERENCES

Abramson, L., Metalsky, G., & Alloy, L. (1989). Hopelessness depression: A theory based subtype
of depression. Psychological Review, 96, 358–372.

Altmann, E., & Gotlib, I. (1988). The social behavior of depressed children: An observational
study. Journal of Abnormal Child Psychology, 16, 29–44.

Barber, B. (1996). Parental psychological control: Revisiting a neglected construct. Child Develop-
ment, 67, 3296–3319.

Beardslee, W., Versage, E., & Gladstone, T. (1998). Children of affectively ill parents: A review of
the past 10 years. Journal of the American Academy of Child and Adolescent Psychiatry, 37,
1134–1141.

Beck, A. (1963). Thinking and depression: 1. Idiosyncratic content and cognitive distortions.
Archives of General Psychiatry, 9, 324–333.

Beck, A. (1983). Cognitive therapy of depression: New perspectives. In P. Clayton & J. Barrett
(Eds.), Treatment of depression: Old controversies and new approaches (pp. 265–284). New
York: Raven Press.

Beck, A., Rush, A., Shaw, B., & Emery, G. (1979). Cognitive therapy of depression. New York:
Guilford Press.

Beck, A., Ward, C., Mendelson, M., Mock, J., & Erbaugh, J. (1961). An inventory for measuring
depression. Archives of General Psychiatry, 4, 561–571.

Billings, A., & Moos, R. (1983). Comparisons of children of depressed and nondepressed parents:
A social-environmental perspective. Journal of Abnormal Child Psychology, 11, 463–485.

Bowlby, J. (1969). Attachment and loss: Attachment. New York: Basic Books.
Bowlby, J. (1970). Attachment and loss: Separation, anxiety, and anger. New York: Basic Books.
Brent, D. (1995). Risk factors for adolescent suicide and suicidal behavior: Mental and substance

abuse disorders, family environmental factors, and life stress. Suicide and Life Threatening
Behavior, 25, 52–63.

Brent, D., Gaynor, S., & Weersing, V. (2002). Cognitive-behavioral approaches to the treatment of
depression and anxiety. In M. Rutter & E. Taylor (Eds.), Child and adolescent psychiatry:
Modern approaches (pp. 921–937). London: Blackwell Scientific.

Brent, D., Holder, D., Kolko, D., Birmaher, B., Baugher, M., Roth, C., et al. (1997). A clinical trial
for adolescent depression comparing cognitive, family, and supportive therapy. Archives of
General Psychiatry, 54, 877–885.

Brent, D., Kolko, D., Birmaher, B., Baugher, M., Bridge, J., Roth, C., et al. (1998). Predictors of
treatment efficacy in a clinical trial of three psychosocial treatments for adolescent depression.
Journal of the American Academy of Child and Adolescent Psychiatry, 37, 906–914.

Brent, D., & Poling, K. (1997). Cognitive therapy treatment manual for depressed and suicidal
youth. Pittsburgh: Star Center. (available from brentda@msx.upmc.edeu)

Butler, L., Meizitis, S., Friedman, R., & Cole, E. (1980). The effect of two school based interven-
tion programs on depressive symptoms in preadolescents. American Educational Research
Journal, 17, 111–119.

Clark, D., & Beck, A. (1999). Scientific foundations of cognitive theory and therapy of depression.
New York: Wiley.

Clarke, G., Hornbrook, M., Lynch, F., Polen, M., Gale, J., O’Connor, E., et al. (2002). Group
cognitive-behavioral treatment for depressed adolescent offspring of depressed parents in a
health maintenance organization. Journal of the American Academy of Child and Adolescent
Psychiatry, 41, 305–313.

Cognitive-Behavioral Treatment 201



Clarke, G., Lewinsohn, P., & Hops, H. (1990). Instructors manual for the Adolescent Coping with
Depression course. Kaiser Permanente Center for Health Research website: www.kpchr.org/
public/acwd.html.

Clarke, G., Rohde, P., Lewinsohn, P., Hops, H., & Seeley, J. (1999). Efficacy of acute group treat-
ment and booster sessions. Journal of the American Academy of Child and Adolescent Psychi-
atry, 38, 272–279.

Compas, B., Grant, K., & Ey, S. (1994). Psychosocial stress and child and adolescent depression:
Can we be more specific? In W. Reynolds & H. Johnston (Eds.) Handbook of depression in
children and adolescents (pp. 509–523). New York: Plenum Press.

Curry, J. (2001). Specific psychotherapies for childhood and adolescent depression. Biological Psy-
chiatry, 49, 1091–1100.

Curry, J., & Reinecke, M. (2003). Modular therapy for adolescents with major depression. In M.
Reinecke, F. Dattilio, & A. Freeman (Eds.), Cognitive therapy with children and adolescents
(2nd ed., pp. 95–127). New York: Guilford Press.

Curry, J., Rohde, P., Simons, A., Silva, S., Vitiello, B., Kratochvil, C., et al. (2006). Predictors and
moderators of acute outcome in the Treatment for Adolescents with Depression Study
(TADS). Journal of the American Academy of Child and Adolescent Psychiatry, 45(12), 1427–
1439.

Dobson, K., & Dozois, D. (2001). Historical and philosophical bases of the cognitive-behavioral
therapies. In K. Dobson (Ed.), Handbook of cognitive-behavioral therapies (2nd ed., pp. 3–
39). New York: Guilford Press.

Emslie, G., Kratochvil, C., Vitiello, B., Silva, S., Mayes, T., McNulty, S., et al. (2006). Treatment for
Adolescents with Depression Study (TADS): Safety results. Journal of the American Academy
of Child and Adolescent Psychiatry, 45, 1440–1455.

Essau, C., & Dobson, K. (1999). Epidemiology of depressive disorders. In C. Essau & F. Petermann
(Eds.), Depressive disorders in children and adolescents: Epidemiology, course and treatment
(pp. 69–103). Northvale, NJ: Aronson.

Evans, D., Foa, E., Gur, R., Hendin, H., O’Brien, C., Seligman, M., et al. (Eds.). (2005). Treating
and preventing adolescent mental health disorders: What we know and what we don’t know.
Oxford, UK: Oxford University Press.

Fonagy, P., Target, M., Cottrell, D., Phillips, J., & Kurtz, Z. (2002). What works for whom?: A crit-
ical review of treatments for children and adolescents. New York: Guilford Press.

Frauenknecht, M., & Black, D. (2004). Problem-solving training for children and adolescents. In E.
Chang, T. D’Zurilla, & L. Sanna (Eds.), Social problem solving: Theory, research, and training
(pp. 153–170). Washington, DC: American Psychological Association.

Friedberg, R., & McClure, J. (2005). Adolescents. In N. Kazantzis, F. Deane, K. Ronan, & L. Abate
(Eds.), Using homework assignments in cognitive behavior therapy (pp. 95–116). New York:
Routledge.

Gloaguen, V., Cottraux, J., Cucherat, M., & Blackburn, I. (1998). A meta-analysis of the effects of
cognitive therapy in depressed patients. Journal of Affective Disorders, 49, 59–72.

Goodyer, I., Herbert, J., & Altham, P. (1998). Adrenal steroid secretion and major depression in 8-
to 16-year-olds: III. Influence of cortisol/DHEA ratio at presentation on subsequent rates of
disappointing life events and persistent major depression. Psychological Medicine, 28, 265–
273.

Goodyer, I., Wright, C., & Altham, P. (1988). Maternal adversity and recent stressful life events in
anxious and depressed children. Journal of Child Psychology and Psychiatry, 29, 651–667.

Gotlib, I., & Hammen, C. (1992). Psychological aspects of depression: Toward a cognitive-
interpersonal integration. Chichester, UK: Wiley.

Gotlib, I., & Krasnoperova, E. (1998). Biased information processing as a vulnerability factor for
depression. Behavior Therapy, 29, 603–617.

Haaga, D., Dyck, M., & Ernst, D. (1991). Empirical status of cognitive theory of depression.
Psycholological Bulletin, 110, 215–236.

202 TREATMENT OF DEPRESSION



Hamilton, M. (1960). A rating scale for depression. Journal of Neurology, Neurosurgery, and Psy-
chiatry, 23, 56–62.

Hamilton, M. (1967). Development of a rating scale for primary depressive illness. British Journal
of Social and Clinical Psychology, 6, 278–296.

Hammen, C. (1992). The family-environment context of depression: A perspective on children’s
risk. In D. Cicchetti & S. Toth (Eds.), Rochester Symposium on Developmental Psychopathol-
ogy (Vol. 4, pp. 145–153). Rochester, NY: University of Rochester Press.

Hammen, C., & Goodman-Brown, T. (1990). Self-schemas and vulnerability to specific life stress in
children at risk for depression. Cognitive Therapy and Research, 14, 215–227.

Hammen, C., & Zupan, B. (1984). Self-schemas and the processing of personal information in chil-
dren. Journal of Experimental Child Psychology, 37, 598–608.

Harrington, M., Wood, A., & Verduyn, C. (1998). Clinically depressed adolescents. In P. Graham
(Ed.), Cognitive-behaviour therapy for children and families (pp. 156–193). Cambridge, UK:
Cambridge University Press.

Harrington, R., Whittaker, J., Shoebridge, P., & Campbell, F. (1998). Systematic review of efficacy
of cognitive behaviour therapies in childhood and adolescent depressive disorder. British Med-
ical Journal, 316, 1559–1563.

Hollon, S., & Najavits, L. (1988). Review of empirical studies on cognitive therapy. In A. Frances
& R. Hales (Eds.), American Psychiatric Press review of psychiatry (Vol. 7, pp. 643–666).
Washington, DC: American Psychiatric Press.

Hollon, S., Thase, M., & Markowitz, J. (2002). Treatment and prevention of depression. Psycho-
logical Science in the Public Interest, 3, 39–77.

Hudson, J., & Kendall, P. (2005). Children. In N. Kazantzis, F. Deane, K. Ronan, & L. Abate
(Eds.), Using homework assignments in cognitive behavior therapy (pp. 75–94). New York:
Routledge.

Ingram, R., Miranda, J., & Segal, Z. (2006). Cognitive vulnerability to depression. In L. Alloy & J.
Riskind, (Eds.), Cognitive vulnerability to emotional disorders (pp. 63–91). Mahwah, NJ:
LEA.

Jacobson, N., Dobson, K., & Truax, P. (1996). A component analysis of cognitive behavioral treat-
ment for depression. Journal of Consulting and Clinical Psychology, 64, 295–304.

Joiner, T. (2002). Depression in its interpersonal context. In I. Gotlib & C. Hammen (Eds.), Hand-
book of depression (pp. 295–313). New York: Guilford Press.

Kahn, J., Kehle, T., Jenson, W., & Clark, E. (1990). Comparison of cognitive-behavioral, relax-
ation, and self-modeling interventions for depression among middle-school students. School
Psychology Review, 19, 196–211.

Kazdin, A. (2001). Psychotherapy for children and adolescents: Directions for research and prac-
tice. Oxford, UK: Oxford University Press.

Keller, M., McCullough, J., Klein, D., Arnow, B., Dunner, D., Gelenberg, A., et al. (2000). A com-
parison of nefazodone, the cognitive behavioral-analysis system of psychotherapy, and their
combination for the treatment of chronic depression. New England Journal of Medicine, 342,
1462–1470.

Kennard, B., Silva, S., Vitiello, B., Curry, J., Kratochvil, C., Simons, A., et al. (2006). Remission and
residual symptoms after short-term treatment in the Treatment of Adolescents with Depres-
sion Study (TADS). Journal of the American Academy of Child and Adolescent Psychiatry, 45,
1404–1411.

Kenny, M., Moilanen, D., Lomax, R., & Brabeck, M. (1993). Contributions of parental attachment
to view of self and depressive symptoms among early adolescents. Journal of Youth and Ado-
lescence, 13, 408–430.

Kovacs, M., Obrosky, D., Gatsonis, C., & Richards, C. (1997). First-episode major depressive and
dysthymic disorder in childhood: Clinical and sociodemographic factors in recovery. Journal
of the American Academy of Child and Adolescent Psychiatry, 36, 777–784.

Kratochvil, C., Emslie, G., Silva, S., McNulty, S., Walkup, J., Curry, J., et al. (2006). Acute time to

Cognitive-Behavioral Treatment 203



response in the Treatment for Adolescents with Depression Study (TADS). Journal of the
American Academy of Child and Adolescent Psychiatry, 45, 1412–1418.

Kroll, L., Harrington, R., Jayson, D., Fraser, J., & Gowers, S. (1996). Pilot study of continuation
cognitive-behavioral therapy for major depression in adolescent psychiatric patients. Journal
of the American Academy of Child and Adolescent Psychiatry, 35, 1156–1161.

Leahy, R. (1988). Cognitive therapy of childhood depression: Developmental considerations. In S.
Shirk (Ed.), Cognitive development and child psychotherapy (pp. 187–204). New York: Ple-
num Press.

Lerner, M., & Clum, G. (1990). Treatment of suicide ideators: A problem-solving approach.
Behavior Therapy, 21, 403–411.

Lewinsohn, P. (1975). The behavioral study and treatment of depression. In M. Hersen & R. M.
Eisler (Eds.), Progress in behavior modification (pp. 19–64). New York: Academic Press.

Lewinsohn, P., & Clarke, G. (1999). Psychosocial treatments for adolescent depression. Clinical
Psychology Review, 19, 329–342.

Lewinsohn, P., Clarke, G., Hops, H., & Andrews, J. (1990). Cognitive-behavioral treatment for
depressed adolescents. Behavior Therapy, 21, 385–401.

Lewinsohn, P., Hops, H., Roberts, R., Seeley, J., & Andrews, J. (1993). Adolescent psychopatholo-
gy, I: Prevalence and incidence of depression and other DSM-III-R disorders in high school
students. Journal of Abnormal Psychology, 102, 133–144.

March, J., Silva, S., Vitiello, B., & the TADS Team. (2006). The Treatment for Adolescents with
Depression Study (TADS): Methods and message at 12 weeks. Journal of the American Acad-
emy of Child and Adolescent Psychiatry, 45, 1393–1403.

Monroe, S., & Hadjiyannakis, K. (2002). The social environment and depression: Focusing on
severe life stress. In I. Gotlib & C. Hammen (Eds.), Handbook of depression (3rd ed.,
pp. 314–340). New York: Guilford Press.

Moore, M., & Carr, A. (2000). Depression and grief. In A. Carr (Ed.), What works with children
and adolescents? A critical review of psychological interventions with children, adolescents,
and their families (pp. 203–232). London: Routledge.

Nezu, A., Nezu, C., & Lombardo, E. (2004). Cognitive-behavioral case formulation and treatment
design: A problem-solving approach. New York: Springer.

Nolen-Hoeksema, S. (1991). Responses to depression and their effects on the duration of depres-
sive episodes. Journal of Abnormal Psychology, 100, 569–582.

Nolen-Hoeksema, S., & Morrow, J. (1991). A prospective study of depression and posttraumatic
stress symptoms after a natural disaster: The Loma Prieta earthquake. Journal of Personality
and Social Psychology, 61, 115–121.

Panak, W., & Garber, J. (1992). Role of aggression, rejection, and attributions in the prediction of
depression in children. Development and Psychopathology, 4, 145–165.

Parker, G. (1993). Parental rearing style: Examining the links with personality vulnerability factors
for depression. Social Psychiatry and Psychiatric Epidemiology, 28, 97–100.

Persons, J. (1989). Cognitive therapy in practice: A case formulation approach. New York: Norton.
Peterson, L., Mullins, L., & Ridley-Johnson, R. (1985). Childhood depression: Peer reactions to

depression and life stress. Journal of Abnormal Child Psychology, 13, 597–609.
Prieto, S., Cole, D., & Tageson, C. (1992). Depressive self-schemas in clinic and nonclinic children.

Cognitive Therapy and Research, 16, 521–534.
Rapee, R. (1997). Potential role of childrearing practices in the development of anxiety and depres-

sion. Clinical Psychology Review, 17, 47–67.
Reinecke, M., & Curry, J. (2008). Chronic depression in youth. In M. Whisman (Ed.), Cognitive

therapy for complex and comorbid depression. New York: Guilford Press.
Reinecke, M., & DuBois, D. (2001). Socioenvironmental and cognitive risks and resources: Rela-

tions to mood and suicidality among inpatient adolescents. Journal of Cognitive Psychothera-
py, 15, 195–222.

Reinecke, M., & Freeman, A. (2003). Cognitive therapy. In A. Gurman & S. Messer (Eds.), Essen-
tial psychotherapies: Theory and practice (2nd ed., pp. 224–271). New York: Guilford Press.

204 TREATMENT OF DEPRESSION



Reinecke, M., & Rogers, G. (2001). Dysfunctional attitudes and attachment style among clinically
depressed adults. Behavioural and Cognitive Psychotherapy, 29, 129–141.

Reinecke, M., Ryan, N., & DuBois, D. (1998). Cognitive-behavioral therapy of depression and
depressive symptoms during adolescence: A review and meta-analysis. Journal of the Ameri-
can Academy of Child and Adolescent Psychiatry, 37, 26–34.

Reinecke, M., & Simons, A. (2005). Vulnerability to depression among adolescents: Implications
for cognitive-behavioral treatment. Cognitive and Behavioral Practice, 12(2), 166–176.

Reynolds, W., & Coats, K. (1986). A comparison of cognitive-behavior therapy and relaxation
training for the treatment of depression in adolescents. Journal of Consulting and Clinical
Psychology, 54, 653–660.

Rogers, G., Reinecke, M., & Curry, J. (2005). Case formulation in TADS CBT. Cognitive and
Behavioral Practice, 12(2), 198–208.

Rohde, P., Clarke, G., Mace, D., Jorgensen, J., & Seeley, J. (2004). An efficacy/effectiveness study
of cognitive-behavioral treatment for adolescents with combined major depression and con-
duct disorder. Journal of the American Academy of Child and Adolescent Psychiatry, 43, 660–
668.

Rohde, P., Feeny, N., & Robins, M. (2005). Characteristics and components of the TADS CBT
approach. Cognitive and Behavioral Practice, 12(2), 186–197.

Rosselló, J., & Bernal, G. (1999). The efficacy of cognitive-behavioral and interpersonal treatments
for depression in Puerto Rican adolescents. Journal of Consulting and Clinical Psychology, 67,
734–745.

Rudolph, K., Hammen, C., & Burge, D. (1994). Interpersonal functioning and depressive symp-
toms in childhood: Addressing the issues of specificity and comorbidity. Journal of Abnormal
Child Psychology, 22, 355–371.

Shaffer, D., Gould, M., Fisher, P., Trautman, P., Moreau, D., Kleinman, M., et al. (1996). Psychiat-
ric diagnosis in child and adolescent suicide. Archives of General Psychiatry, 53, 339–348.

Spence, S., & Reinecke, M. (2004). Cognitive approaches to understanding, preventing, and treat-
ing child and adolescent depression. In M. Reinecke & D. Clark (Eds.), Cognitive therapy
across the lifespan: Evidence and practice (pp. 358–395). Cambridge, UK: Cambridge Univer-
sity Press.

Stark, K., Hargrave, J., Sander, J., Custer, G., Schnoebelen, S., Simpson, J., et al. (2006). Treatment
of childhood depression: The ACTION treatment program. In P. C. Kendall (Eds.), Child and
adolescent therapy: Cognitive-behavioral procedures (3rd ed., pp. 169–216). New York:
Guilford Press.

Stark, K., Reynolds, W., & Kaslow, N. (1987). A comparison of the relative efficacy of self-control
therapy and a behavioral problem-solving therapy for depression in children. Journal of
Abnormal Child Psychology, 15, 91–113.

Taylor, L., & Ingram, R. (1999). Cognitive reactivity and depressotypic information processing in
the children of depressed mothers. Journal of Abnormal Psychology, 108, 202–210.

Treatment for Adolescents with Depression Study (TADS) Team. (2003). Treatment for Adolescents
with Depression Study (TADS): Rationale, design, and methods. Journal of the American
Academy of Child and Adolescent Psychiatry, 42, 531–542.

Treatment for Adolescents with Depression Study (TADS) Team. (2004). Fluoxetine, cognitive-
behavioral therapy, and their combination for adolescents with depression: Treatment for
Adolescents with Depression Study (TADS) randomized controlled trial. Journal of the Ameri-
can Medical Association, 292, 807–820.

Treatment for Adolescents with Depression Study (TADS) Team. (2005). Treatment for Adolescents
with Depression Study (TADS): Demographic and clinical characteristics. Journal of the
American Academy of Child and Adolescent Psychiatry, 44, 28–40.

Vitiello, B., Rohde, P., Silva, S., Wells, K., Casat, C., Waslick, B., et al. (2006). Functioning and
quality of life in the Treatment for Adolescents with Depression Study (TADS). Journal of the
American Academy of Child and Adolescent Psychiatry, 45, 1419–1426.

Weissman, M., Wolk, S., Goldstein, R., Moreau, D., Adams, P., Greenwald, S., et al. (1999).

Cognitive-Behavioral Treatment 205



Depressed adolescents grown up. Journal of the American Medical Association, 281, 1707–
1713.

Weisz, J., McCarty, C., & Valeri, S. (2006). Effects of psychotherapy for depression in children and
adolescents. Psychological Bulletin, 132, 132–149.

Weisz, J., Southam-Gerow, M., Gordis, E., & Connor-Smith, J. (2003). Primary and secondary con-
trol enhancement training for youth depression: Applying the deployment-focused model of
treatment development and testing. In A. Kazdin & J. Weisz (Eds.), Evidence-based psycho-
therapies for children and adolescents (pp. 165–183). New York: Guilford Press.

Weisz, J., Thurber, C., Sweeney, L., Proffitt, V., & LeGagnoux, G. (1997). Brief treatment of mild-
to-moderate child depression using primary and secondary control enhancement training.
Journal of Consulting and Clinical Psychology, 65, 703–707.

Wood, A., Harrington, R., & Moore, A. (1996). Controlled trial of brief cognitive-behavioural
intervention in adolescent patients with depressive disorders. Journal of Child Psychology and
Psychiatry, 37, 737–746.

206 TREATMENT OF DEPRESSION



9 Psychopharmacological
Treatment of Depression
in Children and Adolescents

Eric Fombonne and Suzanne Zinck

This chapter discusses the use of antidepressant medications to treat
affective disorders in children and adolescents. Children and adolescents presented to a
clinician with mood disturbances should benefit from a thorough evaluation. Evaluations
should include a review of symptoms associated with depressive conditions and potential
comorbid disorders; a medical examination identifying co-occurring medical diseases that
may influence the onset, course, and treatment of the depressive condition; a detailed
review of the patient’s psychosocial context, searching for social or relational stressors
that may be implicated in the onset and maintenance of depression; an evaluation of aca-
demic/school performance; and a detailed family history of affective and other psychiatric
disorders. Following this initial assessment, a proper diagnostic formulation and a spe-
cific diagnosis should be provided within the class of depressive conditions (i.e., major
depressive episode, dysthymic disorder, depression not otherwise specified, etc.). Further-
more, an evaluation of suicidality and suicidal risk should be performed for each adoles-
cent, as the results of such an evaluation may influence subsequent treatment decisions.
Careful evaluations of impairments associated with depressive symptomatology affecting
the patient’s well-being, his or her family relationships, peer relationships, leisure activi-
ties, and school functioning should also be performed. As depressive conditions vary in
severity, the level of impairment may act as a guide for both initial treatment decisions
and monitoring treatment efficacy.

Depressive disorders are very common, with prevalence increasing sharply during
the adolescent years and strong continuity into adulthood (Fombonne, Wostear, Cooper,
Harrington, & Rutter, 2001). Many depressive syndromes fall short of diagnostic criteria
for major depression, but nevertheless impinge significantly on adolescents’ well-being
and development. However, most of the research on the treatment of depressive disorders
in youths has concentrated on those meeting the criteria for major depressive disorder.
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Consequently, most of the research reviewed in this chapter applies to youth with a diag-
nosis of major depression. The implications of most research findings on the treatment of
major depression, encompassing both psychopharmacological and psychotherapeutical
techniques, are commonly extended to less severe forms of depression in clinical practice.

The clinical management of any affective disorder in a youth usually involves a com-
bination of approaches. Psychotherapeutical techniques are usually employed, either sim-
ple counseling or psychotherapies such as cognitive-behavioral therapy (see Reinecke &
Ginsburg, Chapter 8, this volume) and interpersonal psychotherapy (Fombonne, 2002;
see Young & Mufson, Chapter 12, this volume). The family is also usually involved in the
treatment, which enables clinicians to educate parents about the youth’s depressive condi-
tion, to work collaboratively with them, and sometimes to directly tackle family relation-
ship difficulties that may be contributing to the onset or maintenance of depression.
Working with the school and with other community partners who have meaningful roles
in the life of the adolescent is also required. The use of medication is only one aspect of
the management of child or adolescent depression. For the rest of this chapter, we assume
that nonmedicinal aspects of management have been carefully considered and imple-
mented. First, we review the various classes of antidepressant agents and remind the
reader of key pharmacological principles. In the second section, we review the efficacy
studies of the major classes of antidepressant medications that have thus far been sub-
jected to rigorous research. Third, we illustrate the practical issues in treating young per-
sons with antidepressants, following current guidelines from different professional
organizations. Finally, in the last section, we address special issues such as the pharmaco-
logical management of treatment-resistant depression, what is known about the efficacy
of combining psychotherapy and psychopharmacology, and the recent concerns raised
about the increased risk of suicidal behaviors associated with the treatment of adolescents
with antidepressants.

CLASSES OF ANTIDEPRESSANT DRUGS

In this section, before we describe the principal classes of antidepressant medications, we
review basic pharmacological principles (pharmacokinetics and pharmacodynamics) that
must be known by the prescriber. This knowledge guides the choice of medication and the
use of these drugs in clinical practice.

Pharmacokinetics and Pharmacodynamics

Pharmacokinetics relates to the absorption and distribution of medications in various tis-
sues, the associated metabolic pathways, and excretion mechanisms. Each medication
varies with respect to these mechanisms, and knowledge of these mechanisms is impor-
tant in selecting a drug and understanding the onset of action of the medication. Many
drugs, especially antidepressants, need several days of administration before they attain a
steady state, which is necessary to evaluate drug response. The absorption of a medica-
tion is influenced by several factors, including the packaging of the drug (slow-release
drugs have a longer action and a lower concentration peak) and the ability of the drug to
dissolve (which, when reduced, can lead to poor bioavailability). Furthermore, drugs are
metabolized when they are absorbed by the gut wall. The more intensive this initial
metabolism is, the less bioavailability there is. Medications distribute in various body tis-
sues unevenly. Drugs that are lipid soluble have higher volume of distribution. Many
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drugs are metabolized in the liver, using the complex system of enzymes known as
cytochromes. Different cytochromes metabolize different drugs, and knowledge of the
cytochrome system is required to monitor drug response, especially to evaluate drug–
drug interactions when patients are taking various medications. Some drugs can block the
metabolic pathway of other drugs, leading to increased plasma levels of the other drugs.
This occurs frequently with antidepressant medications, which can increase plasma levels
of other psychotropic drugs (i.e., neuroleptics). In addition, there are genetic poly-
morphisms of the cytochrome enzymes, leading to individual variability in the efficiency
of certain metabolic pathways. Some proportion of the population, generally small (less
than 10% among European Americans), metabolize poorly. This may result in adverse or
toxic effects occurring rapidly with relatively small doses. In contrast, intensive metabo-
lizers require a higher dosage of the same medication to achieve a response. There is con-
siderable individual variability in response to medication, and practitioners must monitor
individual patients carefully with these parameters in mind. Excretion of drugs is usually
by liver metabolism, although some medications (e.g., lithium) are excreted through the
kidneys. Because many drugs interact with others (and not all of these interactions are
well known and described), it is advised to use monotherapy when possible in the treat-
ment of any psychiatric disorder. When using some medications, plasma monitoring and
sampling may be available and useful (such as in treatments involving lithium, valproic
acid, clozapine), but it is not routinely performed or useful in treating uncomplicated
depressive disorders.

Pharmacodynamics relates to the mechanisms of actions of the drug on the central
nervous system. Different drugs act on different transmitter systems, which rely on
neurotransmitters such as noradrenalin, serotonin, norepinephrine, dopamine, histamine,
or acetylcholine. For some psychiatric disorders, the involvement of particular receptors
is well established (e.g., that of D2-dopamine receptors in schizophrenia). For depression
and other conditions, the involvement of some receptors is known (e.g., the involvement
of the 5-HT2–5-HT1 receptors in depression), but multiple receptors are probably
involved in many psychiatric conditions. The action of a drug can vary, but a drug usually
acts to increase the transmission of a given neurotransmitter over a synaptic cleft. This is
achieved by increasing synthesis of the neurotransmitter or by blocking its reuptake from
the synaptic cleft into the presynaptic neuron. Drugs may also act at the postsynaptic
level by blocking receptors that have an affinity for particular transmitters, thereby mod-
ulating transmitter action on the postsynaptic neurons. Most antidepressant medications
act on several receptors, and these actions are thought to be responsible for both their
efficacy and the side effects associated with each drug.

Tricyclic Antidepressants

Tricyclic antidepressants (TCAs) have been used since the late 1950s in adult psychiatry,
and numerous studies have shown their efficacy in treating adult depression. The most
well-used TCAs are tertiary amines, including clomipramine, amitriptyline, and imi-
pramine, and two of their active metabolites, desipramine and nortriptyline. TCAs act on
two major neurotransmitter systems, the noradrenergic and the serotonergic systems.
Clomipramine is the most potent serotonergic of all TCAs. TCAs act on serotonin recep-
tors by blocking serotonin reuptake in the presynaptic neuron through the 5-HT1 recep-
tor and by increasing serotoninergic activity through binding to postsynaptic 5-HT2

receptors. TCAs also bind to presynaptic alpha2 receptors and postsynaptic alpha1 recep-
tors, increasing the amount of norepinephrine in the synaptic cleft. These represent the
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main action mechanisms of TCAs. TCAs are well absorbed and distribute widely into the
body owing to their lipophilic properties. The metabolism of TCAs involves different
cytochromes, and excretion occurs largely through renal clearance. TCAs interact with
many other medications, psychotropic or not. TCAs also act at other sites, including
muscarinic and histaminic receptors. These are responsible for anticholinergic side
effects, which include dry mouth, tachycardia, blurred vision, constipation, and urinary
retention. Antihistaminic effects are responsible for sedation. The cardiac toxicity of
TCAs is well documented in adults and children. Increased heart rate, increased blood
pressure, and changes in cardiac conduction illustrated in changes in electrocardiographic
(EKG) parameters are known consequences. Strict guidelines for monitoring TCAs have
been put in place for pediatric populations, especially after the sudden deaths of children
undergoing treatment with TCAs , particularly desipramine, were reported in the early
1990s (Abramovicz, 1990; Biederman, 1991; Riddle, Geller, & Ryan, 1993). Because of
their high toxicity index, TCAs are dangerous in overdoses, leading to tachycardia,
hypotension, fatal arrhythmia, and seizures.

Selective Serotonin Reuptake Inhibitors

Selective serotonin reuptake inhibitors (SSRIs) were developed in the 1980s, with the first
drug, fluoxetine, being marketed in 1987. Since then, other SSRIs have been discovered.
SSRIs act mostly on serotonergic neurons by blocking the transporter system that
reuptakes serotonin from the synaptic cleft into the presynaptic neuron. Blockade of this
reuptake pump leads to an increased amount of serotonin in the synapse, increased stim-
ulation of the postsynaptic neuron, and antidepressant action. Serotonin binds to several
types of postsynaptic receptors (5-HT1A, 5-HT2A, 5-HT2C, 5-HT3, 5-HT4, . . .) and regu-
lates the release of serotonin in the synapse through a presynaptic autoreceptor (5-HT1D).
There are complex interactions between noradrenergic and serotoninergic neurons that
have both receptors regulated by both neurotransmitters. Serotonergic neurons are abun-
dant in the raphé nucleus, part of the brainstem, from where serotonergic neurons project
to various parts of the brain. Projections target the frontal lobes (important for mood reg-
ulation), the basal ganglia (movement control, obsessions, and compulsions), the hypo-
thalamus (regulating eating behavior and appetite), the limbic system (anxiety), sleep cen-
ters in the brainstem, and lower spinal neurons (involved in sexual function). Peripheral
serotonin receptors are also abundant in the gut and regulate intestine motility and func-
tion. SSRIs vary in their activity on various types of postsynaptic or peripheral serotonin
receptors, which explains their differential side effect profiles. In addition, although the
action of SSRIs most affects serotonin transmission, SSRIs also have a variety of second-
ary pharmacological actions on other transmitters and their receptors (e.g., dopamine,
acetylcholine, histamine, etc.). This may account for differences in response and tolerance
of each SSRI by individual patients (Stahl, 2000).

The five most commonly used SSRIs are fluoxetine, paroxetine, fluvoxamine,
sertraline, and citalopram. Citalopram is the most selective SSRI, whereas paroxetine and
sertraline are the most potent inhibitors of the serotonin transporter system. These drugs
vary in their metabolism; some (e.g., fluoxetine) have active metabolites and others (e.g.,
paroxetine) do not. In addition, their half-lives vary enormously, with fluoxetine having
the longest and paroxetine and fluvoxamine among the shortest. These characteristics
can influence the dosing schedule as well as patterns of drug discontinuation. When dis-
continued, drugs with short half-lives can generate unpleasant discontinuation syn-
dromes. SSRIs vary in their use of cytochromes, leading to different patterns of drug–
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drug interactions. SSRIs are safe drugs and lethal overdoses are rare, although some have
been reported.

Other Classes of Antidepressants

There are other antidepressants, which either have different mechanisms of action or
combine multiple mechanisms of action, as compared with the more selective actions of
TCAs and SSRIs.

Monoamine oxydase inhibitors (MAOIs) were among the first drugs to be found to
have antidepressant activity, and their discovery led to the development of the mono-
amine hypothesis in understanding depressive disorders. Monoamine oxydase (MAO) is
an enzyme distributed in the central nervous system and other organs. This enzyme
catabolyzes norepinephrine, serotonin, and MAO inhibitors. By reducing this catabolic
pathway, MAOIs increase the presence of norepinepherine and serotonin. The MAOIs of
the first generation were difficult to use because of the irreversibility of their action and
the fact that numerous drug–drug interactions and drug–food interactions were observed.
In particular, food containing cheese, wine, and some vegetables could lead to large
increases in blood pressure, and dietary noncompliance in some patients, especially ado-
lescents, made these drugs difficult to employ. A more recent generation of MAOIs,
referred to as reversible inhibitors of the monoamine oxydase (RIMAs), do not appear to
have the same irreversible binding properties and therefore allow more flexibility in their
use. Venlafaxine has been available for 10 years and is the first selective serotonin and
norepinephrine reuptake inhibitor. As compared with TCAs, it has no affinity for
muscarinic, cholinergic, or histaminic receptors and does not therefore lead to side effects
associated with these mediators. At lower doses, venlafaxine is mostly a serotoninergic
reuptake inhibitor. At higher doses, the activity on the noradrenergic system is improved.

Other drugs such as nefazodone and trazodone also act as serotonin reuptake
inhibitors. These bind selectively to postsynaptic 5-HT receptors and to other transmit-
ters, giving them a particular side effect profile, which is considered in their prescrip-
tion. For example, nefazodone has been shown to improve sleep architecture and to
have minimal sexual dysfunction associated with its use. Trazodone is often used for its
sedative properties to induce and facilitate sleep in depressed patients. Both drugs have
side effects that need to be monitored carefully. Bupropion is a novel antidepressant
that exerts its action through inhibition of norepinephrine and dopamine reuptake.
Because of its dopaminergic properties, it has been used in children with attention defi-
cit disorders and has been recommended for depression comorbid with attention-
deficit/hyperactivity disorder (ADHD). However, bupropion has significant side effects,
including an increased risk of seizure. Mirtazapine is a novel antidepressant that has
five different modes of action and a strong affinity for histaminic receptors. As a result,
somnolence, increased appetite, and weight gain are common side effects. Other drugs,
such as reboxetine, the first selective inhibitor of norepinephrine reuptake, exist but are
not licensed in every country.

EFFICACY STUDIES

Up until the late 1970s, depressive disorders were hardly recognized in children and ado-
lescents. It was only in the beginning of the 1980s that research into child and adolescent
depression started to develop. The first attempts to treat juvenile affective disorders with
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medications before the 1980s relied mostly on a few case studies or open-labeled studies.
These studies were difficult to interpret owing to the lack of precise diagnostic criteria for
including subjects and other methodological weaknesses. The first randomized clinical
trials (RCTs) were conducted with TCAs. Thirteen such RCTs were conducted between
1980 and 2001. When the SSRIs were made available, RCTs started to be conducted in
the 1990s with children and adolescents. Several RCTs with SSRIs have now been pub-
lished, allowing evaluation of their efficacy. In addition, some unpublished studies have
recently been reviewed when concerns were raised about the safety of this medication (see
below). With the exception of venlafaxine, for which one small randomized clinical study
(n = 40) combining drug therapy and psychotherapy has been published (Mandoki,
Tapia, Tapia, & Sumner, 1997), published controlled studies of other antidepressant
drugs that are not part of the TCA or SSRI classes are unavailable. These other drugs are
therefore not discussed in this section, as their use is mostly for second- or third-line
choices for depressions that are difficult to treat and is reserved for specialized practition-
ers. First, methodological issues concerning RCTs of antidepressants in children and ado-
lescents are addressed. Then the rest of this section summarizes studies that have evalu-
ated the efficacy of TCAs and SSRIs.

Methodological Issues

Although the studies selected for this review are all RCTs, there are major methodologi-
cal differences across the studies that are important to appreciate in order to understand
the variance in their results. This issue is not unique to child psychopharmacology stud-
ies. Adult randomized clinical trials evaluating the efficacy of drugs have also yielded
variable results. About half of the adult clinical trials for antidepressants do not support
the efficacy of the active drugs.

Randomized clinical trials must be adequately powered to detect clinically significant
differences between a drug and a placebo. Few single-site studies could recruit large
enough samples over a reasonable period of time, so investigators have sometimes relied
on multisite designs. First, multisite designs are usually associated with more variability
in the results, pose complex logistic problems, incorporate sites where expertise in the
evaluation of depressed patients and conduct of trials is more variable, with fidelity to the
research design being more difficult to respect. As shown by Cheung, Emslie, and Mayes
(2005), the tendency in multisite studies is for differences between drug and placebo
effects to be lower as a direct function of the number of subjects included at each site.
Second, the design of the studies has been variable in terms of treatment duration, titra-
tion of the medication, and other features. For example, some studies use placebo run-ins
as a way to eliminate placebo responders when subjects improve at the end of the initial
testing period. However, not all trials have used this approach, and placebo–response
rates, like drug–response rates, have varied enormously (between 30 and 60%). A third
source of variability in these studies is subject recruitment. Studies have included chil-
dren, adolescents, or both. Considering a trend in many studies for adolescents to be
more responsive to psychopharmacological interventions than children, it is important to
keep in mind this age heterogeneity. Selection criteria for inclusion in studies have also
varied in terms of instrumentation and exclusion of subjects based on comorbid condi-
tions or degrees of suicidality. Fourth, many studies have included subjects whose major
depression duration has been long (sometimes averaging 40–50 weeks). As a result, and
in accordance with the natural history of this remitting psychiatric disorder, it could well
be that subjects are included in studies at a point in the time course of the disorder where
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remission is on its way. If so, this would attenuate the power of each study to detect true
differences between the active drug and the placebo. Fifth, some studies included inpa-
tient and outpatient subjects, whereas others selected subjects referred to psychiatric cen-
ters or community-based clinics. The severity of the depressive disorders in subjects
included in trials has also varied across studies. As severity is likely to be associated with
the natural course of the disorder, lesser severity at initial presentation may be associated
with higher placebo–response rates in some studies. Finally, another source of variability
in the studies arises from the use of different outcome measures to evaluate efficacy. Sev-
eral measures of depressive symptomatology have been used, both clinician-administered
and self-report. In more recent trials, consensus has determined that the revised Child-
hood Depression Rating Scale (CDRS) (Poznanski et al., 1984) is the most sensitive mea-
sure to capture change in trials. Investigators have also used the pool of depressive items
generated by semistructured diagnostic interviews such as the Schedule for Affective Dis-
orders and Schizophrenia for School-Age Children (K-SADS; Ambrosini, 2000), other
depressive checklists like the Children’s Depression Inventory (CDI; Kovacs, 1985), the
Beck Depression Inventory (BDI; Beck, Ward, Mendelson, Mock, & Erbaugh, 1961), the
Mood and Feeling Questionnaire (Angold et al., 1995), the Hamilton Depression Rating
Scale (HRDS; Hamilton, 1960). Not all of these measures have an established record of
being sensitive to short-term changes in levels of depressive symptomatology. Even when
the CDRS has been used, the criteria for defining improvement or remission have varied
across studies, some investigators using a 20% decreased score as a standard of improve-
ment, others having much more stringent criteria; this has been shown to affect the
response rates quite dramatically (Cheung et al., 2005). Most studies have also used a cli-
nician global categorical outcome measure based on the Clinical Global Improvement
(CGI) scale, a crude classification of improvement by the clinician in broad categories
(e.g., very much improved, much improved, etc.).

Efficacy Studies of TCAs

Six randomized clinical trials have been performed with children having a diagnosis of
depressive disorder (Petti & Law, 1982; Kashani, Shekim, & Reid, 1984; Preskorn,
Weller, Hughes, Weller, & Bolte, 1987; Puig-Antich et al., 1987; Geller, Cooper,
McCombs, Graham, & Wells, 1989; Hughes, Preskorn, Weller, & Weller, 1990). Four of
these studies investigated imipramine with dosages up to 5mg/kg/day and durations
between 4 and 8 weeks. The other studies investigated the efficacy of amitriptyline and of
nortriptyline. Most studies were lacking power, with sample sizes ranging from 6 to 50
(median sample size = 30). In five of these studies the comparisons did not show any
superiority of the active drug over a placebo. In one study there was a small advantage
for the imipramine over placebo (Preskorn et al., 1987). Among adolescent samples, five
studies were published during the same period (Kramer & Feiguine, 1981; Geller, Cooper,
Graham, & Marsteller 1990; Klein & Koplewicz, 1990; Kutcher, Boulos, Ward, &
Marton, 1994; Kye, Waterman, Ryan, & Birmaher, 1996). As in the child studies, the
sample sizes were small (range 20–60, median = 31) and the duration of the trials rarely
exceeded 6 weeks. Desipramine was examined in two studies, amitriptyline in two, and
nortriptyline in one. All five adolescent studies showed no superiority of the active com-
pound over the placebo. Even though the power to detect differences was reduced in most
studies, the pattern of results and changes in depressive checklist mean scores were very
similar in both groups, suggesting there was indeed no advantage to treating depressed
youths with tricyclics.
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In a recent meta-analysis that incorporated a few more recent studies, Hazell,
O’Connell, Heathcote, and Henry (2006) reviewed all RCTs of tricyclic medications in
depressed subjects between the ages of 6 and 18. For each study, they selected the best
outcome measure, either change in depression scores on a rating scale of depressive symp-
tomatology or a categorical outcome defining improvement in each study. This allowed
the pooling of results across studies, using effect size and odds ratios for averaging the
results. The 13 trials selected in this meta-analysis involved 506 participants. When
improvement was assessed as a categorical outcome, there was no advantage of TCAs
over placebo (the pooled odds ratio was not significantly different from 1, estimated as
0.84 with 95% CI: 0.56–1.25). When the results were evaluated using reductions in
symptom scores, a very small benefit was found for the active drugs over placebo (net
effect size = –0.31, p = 0.05) suggestive of a very modest reduction of depressive symp-
tomatology due to the active compound. This effect size appeared to be slightly higher
(i.e., 0.47) in the subgroup of adolescents, which suggests a trend of better response to
TCAs in older subjects in the pooled analysis.

In line with all the individual studies reporting adverse effects of the treatments, the
meta-analysis of Hazell et al. (2006) indicated that, as compared with placebo-treated
individuals, youths treated with TCAs reported four times more vertigo, seven times
more orthostatic hypotension, six times more tremor, and five times more dry mouth.
These adverse side effects were associated with early dropouts in many of the studies.

This lack of efficacy of TCAs in studies of depressed children and adolescents is not
well understood. In some studies the sample selection included very heterogeneous
groups of children presenting with not only depression, but also significant comorbid dis-
orders, which may explain the lack of response to medication. In most studies it was also
found that the response rate in the placebo-treated groups were very high, blurring any
true differences between the two groups. As TCAs act by blocking the reuptake of
norepinephrine, it is also possible that TCAs do not have the same efficacy in young sub-
jects as in adults owing to the fact that the noradrenergic system is not fully mature
before the end of the adolescent period. In addition, the influence of high levels of circu-
lating sex hormones has been raised as a possible factor mitigating the response to TCAs.
Finally, independent studies of childhood depression have demonstrated that childhood
depression with prepubertal onset may have different correlates and outcomes (Harring-
ton, Fudge, Rutter, Pickles, & Hill, 1990; Jaffee et al., 2002), suggesting that depression
with a prepubertal onset may be heterotopic to adolescent and adult depression.
Although this interpretation is consistent with a trend found in Hazell et al.’s (2006)
meta-analysis, it does not explain why adolescent studies of TCAs have failed to docu-
ment the same response rates that have consistently been found in adult studies.

As mentioned above, sudden deaths of children treated with tricyclics were reported
in the early 1990s. These children were not necessarily treated for depressive conditions,
but rather for ADHD syndromes, indicating that in the context of strenuous physical
activities, TCAs could lead to fatal arrhythmias and death. This, combined with the lack
of evidence of efficacy, has led to the disregard of TCAs as first-line drugs for the man-
agement of youth depression.

Efficacy Studies of SSRIs

Six studies investigating SSRI efficacy have been published, excluding one fluoxetine
study that had a very small sample size and an unusual patient selection (Simeon,
Dinicola, Ferguson, & Copping, 1990). Three studies evaluated fluoxetine, one paroxe-
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tine, one sertraline, and one citalopram. The major design characteristics and results of
these studies are summarized in Table 9.1. Contrary to the TCA studies, most of these
studies provided sufficient statistical power to detect reasonable differences. Table 9.1
provides the results of these studies using both a categorical outcome measure, the Clini-
cal Global Improvement scale, and a dimensional outcome measure, the Childhood
Depression Rating Scale or, in one study (Keller et al., 2001), the Hamilton Depression
Rating Scale. The results generally indicate an advantage of the active drug over placebo,
although the size of the difference in responses is usually not impressive. This is true both
when categorical and dimensional outcome measures are considered.

From Table 9.1, it appears that fluoxetine, the most studied drug, is most consis-
tently associated with efficacy. However, it is noteworthy that improvements with
fluoxetine treatment were not always detected using self-report measures such as the
Children’s Depression Inventory (Kovacs, 1985) or impairment measures such as the
Global Assessment Functioning Scale (Shaffer et al., 1983). Within studies, discrepancies
have often been found between different outcome measures and have no clear interpreta-
tion. In the study by Keller et al. (2001), there was a third group treated with imipramine
(unrepresented in Table 9.1) that showed no differences between imipramine and pla-
cebo, a higher dropout rate in the imipramine group due to side effects, and better effi-
cacy of paroxetine over imipramine. In that study, the response rate to paroxetine over
placebo was relatively unimpressive on main outcome measures, but secondary measures
such as the K-SADS depressive item scale and rates of remission (66 vs. 46%, p = .02)
indicated more clearly the advantage of the active drug. The study evaluating sertraline
(Wagner et al., 2003) had a larger sample size, but concerns were raised because the
authors had pooled results from two independent studies. Although the results in each in-
dependent study were largely negative, pooling the data indicated a statistically signifi-
cant advantage for the active compound. However, the magnitude of the advantage was
very small. Even though the pooling of data of these two studies may have been decided a
priori, as in Cheung et al. (2005), it is noteworthy that this highly powered study is asso-
ciated with effect sizes and likelihood of improvement that are of minimal clinical signifi-
cance.

Unpublished clinical trials (two on paroxetine, one on citalopram, one on venla-
faxine, one on nefazodone, and one on mirtazapine) have also been conducted and
reviewed by the U.S. Food and Drug Administration (2004). These studies have shown
both positive efficacy and absence of efficacy. At the same time, significant methodologi-
cal weaknesses have sometimes made the results from such studies difficult to evaluate.

At the moment, data on the efficacy of SSRIs to treat child and adolescent depression
are only emerging. It is important to highlight the fact that this is a new field of investiga-
tion, that the methodological issues reviewed above indicate the difficulty of conducting
these studies, and that there are important sources of variability within and across inves-
tigations. Of note is the fact that active drug–response rates have often been comparable
to those from adult studies, whereas placebo–response rates have tended to be higher,
reducing the ability to detect meaningful differences.

At this time, a provisional conclusion as to the moderate efficacy of antidepressant
drugs can be reached, especially for fluoxetine. However, there is no reason to predict
that the efficacy of other SSRIs would be lower than that of fluoxetine. No study has
compared head-to-head two different SSRIs. There is still an insufficiency of well-
designed RCTs of antidepressants in young people, and it can be hoped that the method-
ological problems identified in the first generation of RCTs will be addressed in future
research.
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PRINCIPLES OF MANAGEMENT

When the decision has been made to include a psychopharmacological component in the
management of a depressed youth, there are certain measures that must be taken. First, a
comprehensive psychiatric assessment should be performed, including an evaluation of
the family history of affective disorders and identifying possible risk for bipolar disorder
in the child. Indicators of such a possibility are a positive family history of bipolar disor-
der, a very acute onset, psychomotor retardation, mood-congruent psychosis, and a previ-
ous hypomanic response to antidepressants. A thorough medical investigation should be
performed, with adequate biological tests if a contributing medical disorder is suspected
(e.g., hypothyroidy). Blood count, liver function and EKG results should be obtained in
some circumstances, as well as results of pregnancy tests in females. It is good practice to
use a depression symptom checklist to assess baseline symptomatology and to identify the
symptoms that are generating the most impairment. Similarly, side effects checklists can
be used at baseline in order to facilitate the subsequent interpretation of side effects,
should they appear in the course of the treatment. In addition to self-report depression
rating scales, the clinician can use simple measures such as the Clinical Global Improve-
ment scale or impairment scales such as the Children’s Global Assessment Scale (CGAS;
Shaffer et al., 1983) or clinician-rated depression scales like the CDI (Kovacs, 1985) or
the HRDS (Hamilton, 1960).

A drug must then be chosen from the five available SSRIs. Attention must be paid to
the pharmacokinetic properties of the medications and to the patient’s particular symp-
tom profile, which may best be managed by a drug with a particular mechanism of
action. Knowledge of coexisting drug treatments and of potential drug–drug interactions
can also guide the selection of the most appropriate SSRI.

An initial target dose must then be chosen. A rule is to increase dosage slowly, in
order to avoid emergent side effects at the beginning of the treatment. It is currently
advised that, during the first month, weekly monitoring of patients taking SSRIs should
be performed with particular attention to side effects and the emergence of behavioral
activation or suicidality. The goals of therapeutic drug monitoring are to avoid toxicity,
to evaluate compliance, to improve therapeutic response, to monitor drug–drug or food–
drug interactions, and to adjust the drug dosage according to growth, development, and
co-occuring medical conditions. Optimization of the treatment is an important task.
Improvement can be achieved with the initial target dose, but greater improvement can
be obtained by increasing the dosage slightly if the drug is well tolerated. As there is great
individual variability in response to these medications, fine titration of the dosage must
be performed for each individual in order to maximize efficacy and limit side effects.

Some side effects are common with SSRIs. Increased nervousness and anxiety at the
beginning of the treatment, sexual side effects such as anorgasmia or decreased libido,
gastrointestinal symptoms, nausea, weight gain, sedation, fatigue, headaches, and sweat-
ing are all common. Many of these side effects are transient, well tolerated, and disappear
after some time. A progressive titration of the dose initially limits the impact of these side
effects.

SSRIs exert their full effect after several weeks of treatment. Six to eight weeks are
often necessary to obtain a full response. The response should be documented with the
rating scale used at baseline in order to ascertain that sufficient decrease in depressive
symptomatology has been achieved and that impairment due to depressive symptoms has
decreased. While monitoring a patient using SSRIs, it is important to take a collaborative
approach with the patient and his or her family and to evaluate compliance, which is a
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problem for some young people. Lack of compliance can lead to unpleasant symptoms
due to discontinuation syndromes with some SSRIs.

When depression has lifted, it is recommended to maintain the patient on the same
dose until remission has been achieved for at least several months. Discontinuation of
medication too early can lead to unnecessary relapses. Although empirical studies on the
optimal duration of SSRI treatment in youth depression are lacking, it is advisable to
maintain treatment for at least 6 months, and sometimes for 9–12 months. This interval
corresponds roughly to the average duration of episodes of depression in youths and
adults. When there has been a sustained remission, discontinuation of the medication can
be envisaged. As a rule, diminution of dosage should always be progressive over a period
of time.

SPECIAL ISSUES

In this section, we discuss briefly some of the issues that can arise in the psychopharma-
cological management of juvenile depression.

Treatment-Resistant Depression

Response to an SSRI can vary from 50 to70%, meaning that a relatively high number of
patients will not respond to a well-administered course of an SSRI. If so, it is advisable to
change to another SSRI, as some patients in clinical practice respond to one SSRI but not
another. When no improvement has been achieved with three properly conducted antide-
pressant drug trials, other strategies can be employed. Augmentation strategies consist of
adding other medications (i.e., lithium, l-tryptophan, triodothironine, buspirone, etc.) to
boost the efficacy of the antidepressant. These approaches must be implemented by prac-
titioners with special expertise in psychopharmacology. Combination strategies consist of
combining two different antidepressants. For example, some patients treated with SSRIs
develop apathetic syndromes, which can be corrected by the addition of antidepressant
drugs acting more selectively on the noradrenergic system. In some severe cases, the
depression can present with psychotic symptoms, which may require the addition of
neuroleptics, and when bipolar disorder is diagnosed, the addition of a mood stabilizer.

Safety

Concerns about the safety of SSRIs were initially raised in 2003 by a report from the
Medicine and Healthcare Products Regulatory Agency (MHRA) in the United Kingdom.
That agency issued a statement that paroxetine should not be used to treat patients under
age 18. Following this initial report and further statements by the MHRA that, with the
exception of fluoxetine, SSRIs were not suitable for treating children under age 18, a
major investigation was conducted by the U.S. Food and Drug Administration (FDA;
2004). This entailed a systematic review of published and unpublished studies, reexamin-
ing the raw data of all RCTs, identifying events that might be categorized as suicide-
related and reevaluating their severity. At the end of this review in October 2004, the
FDA issued a black-box warning describing an increased risk of suicide-related events
associated with the use of SSRIs in youth. The FDA reviewed 26 RCTs involving SSRIs
used for treating depression and other disorders. Table 9.2 summarizes some of the
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results of the FDA assessment. Across studies, patients treated with SSRIs had a small,
albeit significant, increase in suicidality or suicide-related events. It is important to note
that the magnitude of the increase was small, as indicated by an average odds ratio of 2
against a baseline risk for these events in the placebo group of about 2%. Moreover, there
was never a suicidal death reported in any of the trials reviewed by the FDA.

Several scientific bodies of different academies followed up on these findings. Most
professional organizations have concluded that although the small increase in the risk of
suicide-related events is important to note, the data do not favor the discontinuation of
the use of these drugs in clinical practice. Rather, they pointed to the need to be more
careful and systematic in the initiation of treatment with SSRIs in young people, recom-
mending the monitoring of patients weekly over the first month and every 2 weeks over
the following 2 months. Clinicians have continued to use these medications and have
found them to be beneficial to several groups of patients with depression, anxiety, or
other psychiatric disorders. Yet, as with any other medication, clinicians must consider
the serious adverse events that can occur with these medications and carefully weigh the
cost–benefit ratio of using a drug with each patient. Clinical practice sometimes takes
place in contexts where other resources are unavailable (e.g., trained mental health pro-
fessionals to deliver efficacious psychotherapies may not be available), and medications
therefore remain a useful part of the armamentarium to address juvenile depression. A
detailed account of the FDA review can be found on its website and in subsequent articles
that have commented on the issue of SSRI safety in juvenile depression (www.fda.gov/
cder/drug/antidepressants/).

Combining Psychotherapy and Psychopharmacology

At this time there is only one study that has evaluated the efficacy of combining psycho-
therapy (cognitive-behavioral therapy) and psychopharmacology (SSRIs, such as fluoxe-
tine) in youth with depression (March et al., 2004). The study had a large sample, 439

Pharmacological Treatment 219

TABLE 9.2. Overall Relative Risks for Suicide-Related Events
in Pediatric Trials, by Drug

Drug Relative risk (95% CI)

Trade name Generic name MDD trials All trials

Celexa Citalopram 1.37 (0.53–3.50) 1.37 (0.53–3.50)

Luvox Fluvoxamine —a 5.52 (0.27–112.55)

Paxil Paroxetine 2.15 (0.71–6.52) 2.65 (1.00–7.02)

Prozac Fluoxetine 1.53 (0.74–3.16) 1.52 (0.75–3.09)

Zoloft Sertraline 2.16 (0.48–9.62) 1.48 (0.42–5.24)

Effexor XR Venlafaxine 8.84 (1.12–69.51) 4.97 (1.09–22.72)

Remeron Mirtazapine 1.58 (0.06–38.37) 1.58 (0.06–38.37)

Serzone Nefazodone No events No events

Wellbutrin Bupropion —a No events

Total 1.66 (1.02–2.68) 1.95 (1.28–2.98)

Note. CI, confidence interval; MDD, major depressive disorder. Data from Hammad,
Loughren, and Racoosin (2006).
a No MDD trials of this drug.



patients, ages 12–17. The combination of fluoxetine and cognitive-behavioral therapy
(CBT) achieved the highest rate of improvement (71%), as compared with fluoxetine
alone (61%), CBT alone (43%), or placebo (35%). These preliminary results parallel
those of adult studies, showing that the combination of the two modalities seems to be
more efficacious. Interestingly, subjects who benefited from CBT, with or without
fluoxetine, reported fewer suicide-related events. This suggests that psychotherapy may
decrease suicidal risk. However, an unusual finding was that the CBT group was not
superior to the placebo group, a result that conflicts with several studies of CBT that have
established the robust efficacy of this psychotherapeutic technique. This indicates that the
type of CBT or the fidelity to CBT in the study was suboptimal. The future will undoubt-
edly see more research in this area.

Managing Adolescent Depression in Primary Care Settings

A recent task force of mental health professionals from the United States and Canada
reviewed the evidence and established guidelines for evaluating and treating adolescent
depression in primary care settings (Cheung et al., in press). These guidelines include
several recommendations for detecting depression in adolescents seen by general practi-
tioners, pediatricians, or family doctors’ offices, suggest tools that can be easily used to
diagnose and evaluate depressive symptoms, and outline the basic principles of man-
agement, by a primary care clinician, of a noncomplicated depressive disorder in an
adolescent. Among the potential treatments, prescriptions of SSRIs are discussed, with
practical recommendations for the initiation and monitoring of treatment. In the con-
text of epidemiological data indicating that depressive disorders in adolescents have an
annual prevalence rate of about 4–5%, it is important that primary care physicians are
well trained to detect and to treat mild- to moderate-intensity depression. The numbers
of potential patients involved are too high for them to be treated exclusively in psychi-
atric settings. These guidelines, established for primary care practitioners for the first
time, should enhance the management of depression at different levels of care and pro-
vide a role for psychopharmacological management within a framework that gives
detailed attention to monitoring the response and safety of these drugs when adminis-
tered to young people.

In conclusion, randomized clinical studies evaluating the efficacy of antidepres-
sants in treating juvenile depression have given preliminary results. Evidence suggests
that tricyclic antidepressants lack efficacy, and because of their high index of toxicity,
these medications should not be used as a first-line treatment. Studies of SSRIs have
provided mixed results, likely reflecting methodological variability within and across
studies, that may in turn have reduced the ability to detect true differences. However,
some studies have shown consistent trends and significant results in regard to the effi-
cacy of some medications, especially fluoxetine. These findings have emerged from a
small number of published and unpublished studies, and it should be kept in mind that
adult studies have also often been negative. It has been common practice for regulatory
agencies to license drugs when at least two different RCTs show efficacy. This is a
stringent criterion, which, if used with child and adolescent studies, may be too limit-
ing, given the relative dearth of research in this area. It is likely that the future will see
better-designed RCTs that will address some of the methodological difficulties identi-
fied in this initial series of clinical trials and will, it is hoped, consolidate the prelimi-
nary encouraging results.
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10 Treatment of
Childhood Depression

The ACTION Treatment Program

Kevin D. Stark, Jennifer Hargrave, Brooke Hersh,
Michelle Greenberg, Jenny Herren, and Melissa Fisher

Cognitive-behavioral therapy (CBT) is one of the most highly investi-
gated psychosocial interventions for depressive disorders among youth. At the time of
this writing, we were in the fifth year of a 5-year efficacy study of a gender- and age-
specific CBT group intervention for depressed 9- to 13-year-old girls. Preliminary results
of this investigation suggest that the ACTION treatment program is effective for girls
who are experiencing major depressive disorder and/or dysthymic disorder. The girls’ sig-
nificant others work with the therapist to encourage the girls to apply the skills. In the
ideal situation the girls learn coping, problem solving, and cognitive restructuring skills at
the same time that their family environments are being changed through individual family
sessions and a parent training group.

The main objectives of this chapter are to describe the underlying theory of the
ACTION program and the treatment itself. In the ACTION treatment program, research
and theory underlie the therapists’ conceptualization of each case. The conceptualization
enables the therapist to individualize a group treatment to meet the needs of each child. It
helps bring the treatment to life as it determines the content of the treatment procedures
and the choice of treatment procedures to be used.

GUIDING THEORY

From the perspective of CBT, it is recognized that there are multiple pathways to the
development of a depressive disorder. Each child has his or her own unique pathway.
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Depression is caused by disturbances in cognitive, interpersonal, neurochemical, and
environmental functioning, as well as deficits in critical emotion regulation skills. Fur-
thermore, there are reciprocal relationships between these disturbances. Thus, a distur-
bance in one area would affect, and be affected by, each of the other domains, and a
depressive disorder can develop.

In the following sections, we first discuss the theoretical tenets that are the founda-
tion of the ACTION treatment program, starting with the cognitive disturbances that
underlie depressive disorders. Subsequently, disturbances in the other domains of func-
tioning are described.

Cognitive Disturbances

Children are active constructors of their environments both in terms of their perceptions
of the environment and with respect to their actions that impact the environment. They
try to make sense of, or derive meaning from, their interactions with the environment,
and especially from interactions with significant others. As children develop, they inter-
pret events in terms of their meanings of the self. If a message about the self is communi-
cated often enough and is accompanied by other learning experiences that communicate
the same message, this self-view becomes internalized and structuralized as a core belief.
Core beliefs about the self develop first and influence the development of additional
beliefs. Beliefs serve as filters that eliminate belief-inconsistent information and efficiently
process belief-consistent information that further strengthens the developing sense of self.
Other critical core beliefs include those about the self within interpersonal relationships,
the world in general, and the future.

It has been hypothesized (e.g., Beck, Rush, Shaw, & Emery, 1979; Cole & Turner,
1993)—and research (Stark, Schmidt, & Joiner, 1996) supports the notion—that a child’s
core beliefs are formed through early learning experiences and communications within
the family (the cognitive interpersonal pathway; Stark, Laurent, Livingston, Boswell, &
Swearer, 1999). The core beliefs about the self that underlie depression include (1) I am
unlovable, (2) I am worthless, and (3) I am helpless (Beck et al., 1979). These beliefs can
develop as a result of interactions that are characteristic of an insecure attachment, nega-
tive evaluative statements directed at the child by caregivers, a history of abuse and rejec-
tion (Puig-Antich et al., 1985), and parental overreliance on punitive procedures
(Poznanski & Zrull, 1970). It is important to note that the child, through genetic predis-
positions and temperament factors, plays a role in constructing this environment.

Once developed, beliefs are in an active or latent state. A traumatic or stressful event
that is related to the content of the belief may trigger its activation. Once activated,
beliefs guide the information-processing system. Dysfunctional core beliefs produce a dis-
tortion in the child’s perceptions of daily events and in the meanings that the child draws
about him- or herself from these events. Experiences are viewed through the lense of one
or more of the three aforementioned core beliefs, and information that is inconsistent is
distorted to make it support the core belief. However, it is important to note that because
the belief system of a child is developing, the child may be immersed in the events that are
shaping the development of the core beliefs. Thus, the child’s perceptions may not be dis-
torted; rather, they may be a realistic reflection of the child’s life. Therapists have to eval-
uate the child’s beliefs to determine whether they are distorted or realistic. When they are
realistic, the environment becomes the focus of treatment.

Intermediate beliefs are higher-order beliefs that guide a child’s behavior and infor-
mation processing, but they are not as central as the core beliefs. They are formed after
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core beliefs and support them. For example, a child with the core belief “I am helpless”
may have an intermediate belief that she cannot do new things without someone’s help.
Thus, she is unwilling to try new things. When forced to try new things, she seeks help
but gives up quickly when she cannot get the help. When the child thinks about new
schoolwork, she believes that she cannot do it without help from her teacher. Another
form of intermediate belief is a conditional assumption. Conditional assumptions take
the form of “If, then” statements. For example, the conditional assumption “If I get close
to someone, then that person will leave me” would impact the child’s social life. Although
intermediate beliefs do not play a superordinate role in the child’s information process-
ing, they are important targets for intervention inasmuch as they support depressive core
beliefs, give rise to their own maladaptive cognitions, and guide maladaptive behaviors.

The most superficial level of cognition is automatic thought, the thoughts and
images that permeate an individual’s consciousness and reflect the underlying beliefs.
Automatic thoughts are evident in a child’s verbalizations during group meetings. When
they stem from a distorted belief, the distortion is evident. For example, a child who is
loved by his parents and liked by his peers may think and verbalize, “No one likes me.”

Negative automatic thoughts and intermediate beliefs are useful targets for restruc-
turing when they reflect a core belief that has been targeted for change. It may be most
expedient to target core beliefs first, as that may lead to a change in the intermediate
beliefs and automatic thoughts. However, because core beliefs develop early in life and
are so firmly entrenched, they are also likely to be most resistant to change. Given this
resistance, it is important to identify each child’s core beliefs early in treatment so that
extensive efforts can be made to change them to “I am lovable and loved,” “I am wor-
thy,” and/or “I am efficacious.” Given the amount of effort it takes to produce change in
core beliefs and the fact that it is difficult for children to learn to identify their negative
thoughts/beliefs and to change them, half of the sessions (10) in the ACTION program
are devoted to teaching the girls how to evaluate the validity of their thoughts/beliefs and
how to change them to be more positive and realistic. This process is described in a later
section on cognitive restructuring.

Neurochemical Disturbances

Disturbances in cognition reciprocally interact with and affect brain chemistry through a
stress reaction. Stress has both a direct impact on neurochemical/brain functioning and
an indirect effect through the individual’s perceptions of stress and the potential harm
that he or she may experience. The depression-prone individual may believe that he or
she does not possess the skills or abilities to cope. In addition, such individuals are more
likely to perceive a wider variety of events as potentially harmful, which leads to greater
stress. Stress appears to impact the hypothalamic-adrenal system, causing the adrenal
glands to oversecrete hydrocortisone or cortisol. When stressed, hypothalamic neurons,
regulated by norepinephrine neurons in the locus coeruleus, secrete corticotropin-
releasing hormone, which stimulates the production of adrenocorticotropin (ACTH) by
the pituitary. ACTH then stimulates the adrenal glands to produce cortisol. Stress-related
hormones and neurotransmitters influence cerebral functioning (Kolb & Whishaw,
1996). This may lead to a disruption in the neurotransmitter system as well as produce
symptoms of depression.

A biochemical disturbance would affect mood, vegetative functioning, and informa-
tion processing and leave a youngster more vulnerable to the effects of stress. The distur-
bance in mood and information processing would feed back to and impact the biochemi-
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cal disturbance, which would affect the child’s behavior, and thus his or her relationships
with others. The behaviors and reactions of significant others may be misperceived
because of distortions in information processing, leading to a confirmation of, or the acti-
vation of, dysfunctional beliefs.

The biochemical disturbance may be genetically based or caused by prolonged stress.
Regardless of its origin, it may be possible to intervene through the use of medication,
psychotherapy, or a combination of the two. There is strong evidence that use of one of
the selective serotonin reuptake inhibitors (SSRIs) is an effective treatment for some
depressed youth (Emslie et al. 2002; Emslie et al., 1997) and that a combination of medi-
cation and CBT may be even more effective (March, 2004). Furthermore, although CBT
and fluoxetine are equivalent in terms of the rate of effectiveness at 20 weeks following
the start of treatment, fluoxetine produces change more quickly (Curry, personal commu-
nication, August 2006). Although there is some controversy about the use and safety of
antidepressant medications with children and adolescents (for a review, see Stark,
Hargrave, Schnoebelen, Simpson, & Molnar, 2005), a trial under the careful supervision
of a psychiatrist is indicated for youth who do not respond to an initial trial of
psychosocial interventions. For many depressed youth, a combination of an SSRI and
CBT is the most effective intervention and the one that produces the most rapid response.
It may also be clinically prudent to initiate a medication trial simultaneously with CBT
when the child is experiencing a severe episode of depression and when the child has a
family member who was successfully treated with an antidepressant.

Behavioral Disturbances

Within the behavioral realm, youth experience a number of disturbances that contribute
to the development and maintenance of a depressive disorder. These include disturbances
in interpersonal behaviors, deficits in the use of social skills, and a failure to engage in
recreational activities. These types of behaviors lead to a reduction in reinforcement and
are hypothesized to produce depression (Lewinsohn, 1974; Coyne, 1976).

Depressed youth experience interpersonal difficulties. They are less popular (see,
e.g., Jacobsen, Lahey, & Strauss, 1983), less liked (see, e.g., Peterson, Mullins, & Ridley-
Johnson, 1985), and more often rejected by peers (Kennedy, Spence, & Hensley, 1989).
Depressed youth engage in less social interaction (Kazdin, Esveldt-Dawson, Sherick, &
Colbus, 1985) and are less likely to have or maintain a “best friendship” (Puig-Antich et
al., 1985). Consistent with Coyne’s (1976) hypothesis, depressed children elicit negative
reactions from adults (Mullins, Peterson, Wonderlich, & Reaven, 1986) and peers (Ken-
nedy et al., 1989). Thus, depressed youth may not have the parental (Stark, Humphrey,
Crook, & Lewis, 1990) or peer social support (see, e.g., Blechman, McEnroe, Carella, &
Audette, 1986) necessary to help buffer the impact of stressful events. The extent to
which children feel supported, safe, and secure predicts their use of adaptive mood regu-
lation strategies (Kliewer & Lewis, 1995). Thus, the depressed youngster would fail to
learn essential mood regulation skills.

Depression is associated with a lack of social skills (Kennedy et al., 1989; Wierzbicki
& McCabe, 1988). Depressed youth may lack social skills or possesses them but fail to
use them, owing to a cognitive disturbance (Felner, Lease, & Phillips, 1990; Sacco &
Graves, 1984). Either of these conditions can lead to social neglect or rejection. It also is
possible that the social skills disturbances are caused by depressive symptoms (Bell-
Dolan, Reaven, & Peterson, 1993). For example, dysphoria and irritability permeate the
depressed individual’s interactions with peers and adults (Puig-Antich et al., 1985), who
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find this affect aversive and thus they progressively withdraw from and avoid interactions
with the depressed individual (Mullins et al., 1986; Kennedy et al., 1989). Over time, this
leads the depressed individual to become isolated, less active in general, and supports the
belief “I am unlovable.” Similarly, social withdrawal leads to isolation, inactivity, and a
loss of a major source of reinforcement. Fatigue leaves the youngster feeling too tired to
do anything. Over time, peers stop asking the young person to participate in activities
because he or she “never wants to do anything.” Sleep disturbance produces a similar
outcome. Negative self-evaluations, hopelessness, and low self-esteem in general lead to a
lack of self-confidence, which may result in the depressed child’s being ignored or victim-
ized by peers. To address these disturbances, it is important to help the depressed child to
become socially and behaviorally activated to effect an improvement in mood and energy
level and to increase the child’s opportunities to obtain reinforcement.

Another behavioral disturbance is a failure to engage in recreational activities. This
may be due to a lack of exposure to enjoyable activities within the family, the child’s not
having learned how to have fun, or the child’s not valuing fun. Another possibility is that
anhedonia and other symptoms of depression prevent the child from experiencing plea-
sure, and he or she does not seek out activities that other children enjoy. Regardless of the
reason, a lack of enjoyable activities means that the child also lacks the relief from stress
they provide, as well as a way to elevate mood, energy, and motivation.

Effective intervention has to be flexible enough to address possible deficits in social
skills and performance. It may also be necessary to intervene in the family environment to
provide education about the importance of interpersonal relationships and to solicit
parental support for the child’s being more socially active. In addition, the parents may
have to assist the child with his or her attempts to identify recreational activities that
bring the child pleasure and then to engage in them. It may be necessary for the family as
a whole to engage in more recreational activities.

Disturbance in Affect Regulation

Depressive symptoms and disorders have been conceptualized as a failure to regulate
affect (Cole & Kaslow, 1988). Depressed youth often lack developmentally appropriate
skills for regulating negative affect. Understanding the normative progression of emo-
tional regulation across development informs the creation of developmentally sensitive
treatment models. Four trends characterize the typical development of affect regulation:
(1) progression from other-regulation to self-regulation (Cole & Kaslow, 1988; Dunn &
Brown, 1991; Rossman, 1992; Thompson, 1991), (2) expansion of children’s emotion
regulation repertoire with age (Kopp, 1989; Cole & Kaslow, 1988; Altshuler & Ruble,
1989; see Masters, 1991, for contradictory results), (3) a shift from more behavioral
strategies to cognitive strategies (Altshuler & Ruble, 1989), and (4) an increased empha-
sis on situational characteristics (see Stark et al., 1999, for a description of the develop-
ment of affect regulation).

Research supports the conceptualization of depression as a failure to regulate nega-
tive affect (Cole & Kaslow, 1988; Garber, Braafladt, & Weiss, 1995; Garber, Braafladt,
& Zeman, 1991). Depressed children have difficulty altering negative affect once they are
experiencing it. They also tend to generate more passive, less effective methods to regu-
late mood relative to nondepressed children and to hold lower expectations for the effi-
cacy of strategies generated by others (Garber et al., 1991, 1995). Depressed children are
also more likely to report using strategies that may exacerbate distress (Garber et al.,
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1991, 1995). Specifically, depressed girls tend to avoid direct problem solving in interper-
sonal situations and depressed boys tend to act in aggressive ways that exacerbate inter-
personal conflict. Depressed children also report significantly less engagement in pleasant
activities, relative to nondepressed children (Garber et al., 1991). In addition to these
ineffective behavioral coping strategies, depressed youth appear to possess less effective
cognitive coping strategies. Saarni and Crowley (1990) suggest that school-age children’s
understanding of the link between thinking and feeling breaks down when they become
overwhelmed. This breakdown parallels an aspect of cognitive theories that characterize
depressed individuals as unable to disrupt dysfunctional, depressogenic thoughts. Other
researchers have also observed a marked disruption in the generation and enactment of
effective strategies during times of intense distress (Altshuler & Ruble, 1989; Dodge,
1991).

Children of depressed mothers tend to exhibit maladaptive affect regulation (Cicchetti,
Ganiban, & Barnett, 1991) and so parent–child interaction is one possible pathway to
these affect disturbances. Depressed mothers show deficits in the skills needed to foster
adaptive affect regulation in their children. For example, they tend to exhibit more nega-
tive affect and less sensitive responding (Campbell, Cohn, & Meyers, 1995), and they
avoid conflict with their children by withdrawing from confrontation or using unilat-
eral enforcement strategies (Kochanska, Kuczynski, Radke-Yarrow, & Welsh, 1987).
Depressed mothers react to negative affect in their children with more criticism and less
encouragement of problem solving, which may hinder children’s attempts to develop
effective affect regulation strategies (Garber et al., 1991). The noncontingent child-
directed speech of depressed mothers (Bettes, 1988; Breznitz & Sherman, 1987) may also
be less effective in facilitating self-regulation. This leads us to the next depression-related
domain: the family environment.

Disturbances in the Family Environment

Evidence from clinical observations and research suggests that many depressed young-
sters come from families that are experiencing disturbances (Costello, Mustillo, Erkani,
Keeler, & Angold, 2003; Sander & McCarty, 2005). Families of depressed youth are
often characterized by greater chaos, abuse and neglect (Kashani, Ray, & Carlson, 1984),
conflict (Forehand et al., 1988; Kane & Garber, 2004; Marmorstein & Iacono, 2004;
Sagrestano, Paikoff, Holmbeck, & Fendrich, 2003), a more critical, punitive, and belit-
tling or shaming parenting style (see, e.g., Arieti & Bemporad, 1980), greater communi-
cation difficulties (Puig-Antich et al., 1985), and a lower activity level (Stark et al., 1990)
than families of nondepressed youth. The tone of the mother–child, and to a somewhat
lesser extent the father–child, relationship is characterized as cold, hostile, tense, and at
times rejecting (Puig-Antich et al., 1985). When affection is expressed, it is contingent
upon behavior that is consistent with parental expectations (Cole & Rehm, 1986). One
of the most consistent findings reported across studies using a variety of methods is a lack
of support and approval from within the family (Sheeber & Sorensen, 1998; Stice,
Ragan, & Randall, 2004). In addition to being related to depression, parent–child con-
flict appears to be a precipitant to suicidal behavior among adolescents (Brent et al.,
1993). Strict affectionless control is related to depression and pathology in general
(Nomura, Wickramaratne, Warner, Mufson, & Weissman, 2002). In addition to a corre-
lational relationship between family disturbances and depression, a prospective relation-
ship has been found between family disturbances and the development of depressive
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symptoms (Asarnow, Goldstein, Tompson, & Guthrie, 1993; Sheeber, Hops, Alpert,
Davis, & Andrews, 1997) and to the recurrence of depressive episodes during adoles-
cence (Sanford et al., 1995).

It is important to intervene with the families of depressed youth either through par-
ent training or family therapy. The objectives are to eliminate any abuse or neglect,
improve cohesion and supportiveness, decrease conflict, improve communication, and
increase the family’s involvement in recreational activities. The parents may benefit from
learning positive behavior management skills, reducing their use of affection and emo-
tional consequences as their behavior management strategies.

THE ACTION TREATMENT PROGRAM:
AN EXAMPLE OF CBT FOR DEPRESSED YOUTH
Overview of Child Treatment

The ACTION program is a CBT small-group intervention designed for girls between 9
and 13 years old. It follows a structured therapist’s manual (Stark, Simpson, et al., 2006)
and workbook (Stark, Schnoebelen, et al., 2006). Groups consist of two to five girls, who
meet twice a week for a total of 20 group meetings over 11 weeks. We prefer 1-hour
meetings with groups of 9- and 10-year-olds, and 75-minute meetings with children 11
years old and older. Experience suggests that children and younger adolescents benefit
from meeting twice a week rather than once a week.

In addition, there are two individual family meetings that take place between the 3rd
and 4th, then the 9th and 10th group meetings, respectively (see Table 10.1 for a session-
by-session outline). We also ask parents to participate in a parent training group that
meets once a week for eight sessions of 90 minutes each (see Table 10.2 for a session-by-
session outline).

The treatment materials can be adapted for use with individual clients, but it is
important to note that preliminary results of our research indicate that some of the effec-
tiveness of the program is attributable to the group format. The treatment is designed to
be fun and engaging while teaching the youngsters a variety of skills that are applied to
their depressive symptoms, interpersonal difficulties, and other stressors. The skills are
taught to the girls through didactic presentations and activities; they are rehearsed during
in-session activities and applied through therapeutic homework.

To make the intervention developmentally appropriate, activities are experiential in
nature. Activities are used to build the rationale for treatment and for teaching the chil-
dren how to use the therapeutic skills and strategies. Similarly, when a therapeutic skill is
introduced, the girls complete an activity so that they can change their thinking. Experi-
encing the benefits of the treatment strategies combats their pessimism, increases treat-
ment credibility, and provides them with a sense of personal efficacy. The application of
skills outside the meetings is critical for successful treatment. Thus, skill application is
monitored and recorded through completion of therapeutic homework, and homework
completion is encouraged through an in-session reward system.

The treatment program is based on a self-regulation model in which youngsters use
skills to achieve and to maintain a pleasant mood. They use negative thoughts or a
change in mood as a sign to engage in coping, problem solving, and/or cognitive restruc-
turing. There are four primary treatment components: (1) affective education, (2) coping
skills training, (3) problem-solving training, and cognitive restructuring. A more complete
description of each treatment component appears in the following sections. In general,
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TABLE 10.1. Objectives by Meeting

Meeting
No. Objectives

1 Discuss parameters of meetings; introduce counselors and participants; establish rationale for
treatment; discuss confidentiality; establish group rules; build group cohesion; establish within-
group incentive system.

2 Introduce participants to chat time and agenda setting; establish pragmatics of completing
homework; introduce mood meter and Take ACTION List; complete within-session coping
activity.

3 Discuss importance of thinking about meetings and doing practice; introduce clients to various
therapeutic components, including: focusing on the positive, Catch the Positive Diaries, affective
education, and coping strategies.

Individual
family

meeting 1

Review therapeutic concepts; development of treatment goals.

4 Extend group cohesion; review participant goals and strategies; discuss application of coping
strategies; complete coping skills activity within session.

5 Experience impact of coping skills activity within session; introduction, extension, and
application of problem solving; introduction to brainstorming step of problem solving.

6 Demonstrate the role of cognition in emotion and behavior; introduce connection of thoughts to
feelings; enactment of coping skills activity within session.

7 Apply problem solving to real-life situations; practice brainstorming activity; experience coping
skills activity within session.

8 Apply problem solving to teasing; experience coping skills activity within session.

9 Apply problem solving to interpersonal problems; experience coping skills activity within
session.

Individual
family

meeting 2

Review therapeutic concepts; identify common negative thoughts; individualize Catch the
Positive Diaries; introduce cognitive restructuring.

10 Prepare for cognitive restructuring; experience coping skills activity within session; practice
cognitive restructuring.

11 Introduce how perceptions are constructed; illustrate how depression distorts thinking; provide
rationale for changing negative thoughts.

12 Practice identifying negative thoughts of group members; introduce client strengths through a
self-map; practice cognitive restructuring.

13 Practice identifying negative thoughts; continue identifying strengths for the self-maps; practice
cognitive restructuring with questions using alternative interpretations.

14 Continue identifying negative thoughts, adding strengths to the self-maps, and practicing
cognitive restructuring.

15 Continue identifying negative thoughts and adding strengths to the self-maps; introduce
examining evidence as a tool for cognitive restructuring.

16 Continue identifying negative thoughts and adding strengths to the self-maps; practice cognitive
restructuring; prepare for termination.

17 Continue adding strengths to the self-maps; integrate and apply cognitive restructuring; continue
preparing for termination.

18 Continue adding strengths to the self-maps; integrate and apply all of the learned skills;
continue preparing for termination.

19 Draw conclusions from self-maps; empowerment activity for clients to continue using skills on
their own; prepare for group termination.

20 Say good-bye to the group; say good-bye to negative thoughts and feelings; terminate.



the first 9 sessions focus primarily on affective education and teaching coping and
problem-solving skills. Sessions 10 through 19 focus on learning and applying cognitive
restructuring, improving the girls’ core beliefs about the self, and continued use of coping
and problem-solving strategies.

Case Conceptualization

The ACTION treatment program, like any other manualized intervention, cannot be
effectively applied in a cookbook fashion. To be effective, the therapist must be able to
develop a conceptualization of the specific child’s depressive disorder and then use this as
a road map to direct the therapy. Case conceptualization is an ongoing hypothesis-
generating and testing process that begins prior to treatment, during the initial assess-
ment, and continues throughout treatment. The therapist uses assessment data, historical
information, thoughts verbalized during treatment, and the child’s behavior patterns to
develop and test hypotheses about the child’s core beliefs. To determine which core
belief(s) are operating for each child, the therapist listens to the child’s self-references and
the meanings the child draws from daily experiences. The beliefs are reflected in the
themes and consistencies found in each child’s thoughts. The meanings of events can be
deduced by asking, “What does it mean about you if . . . ?” The therapist follows the
child’s answer with similar questions until the most basic meaning is uncovered. Beck
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TABLE 10.2. Objectives by Parent Meeting

Meeting
No. Objectives

1: parents
only

Discuss parameters of meetings; introduce counselors and participants; establish rationale for
treatment and model of depression; discuss confidentiality; discuss parents’ role in treatment;
introduce parents to coping skills; help parents to learn the principles of positive
reinforcement.

2: joint
meeting

Help parents to understand the child treatment; extend parents’ understanding of positive
reinforcement; demonstrate how to use compliments as reinforcers; help parents to understand
the power of fun activities and to experience the mood-enhancing nature of fun activities.

3: parents
only

Discuss parents’ treatment goals for their daughters; teach the parents empathic listening skills;
briefly introduce the parents to problem solving.

4: joint
meeting

Practice management of child behavior through use of positive reinforcement; improve
communication skills; extend parents’ understanding and use of problem solving.

5: parents
only

Encourage parents to use problem solving; teach parents conflict resolution skills.

6: joint
meeting

Practice management of child behavior through use of positive reinforcement; provide parents
with practice in using family meetings to manage conflict; improve parents’ ability to help their
daughters to change their negative thoughts.

7: parents
only

Discuss and eliminate barriers to conflict resolution; help parents to understand the importance
of negative thoughts; demonstrate the link between thinking and emotions; help parents to see
the role they play in their daughters’ negative thinking; help parents to become thought
detectives.

8: joint
meeting

Review major skills through playing a game; discuss how to handle depressive symptoms
should they recur; express appreciation for family involvement in treatment; say good-bye.



(1995) refers to this procedure as the “downward arrow” technique. When the therapist
believes that she has identified a core belief, she asks the child whether it fits. The thera-
pist then very actively looks for ways to change it.

The therapist individualizes treatment by developing a plan for how she is going to
use the skills being taught within the session to address each child’s dysfunctional beliefs,
For example, a child may believe that she is helpless, and the skill to be taught in the
upcoming meeting is coping through use of fun activities. After the therapist has the
group experience the benefits of this coping strategy, she asks the girl how her effective
use of the coping strategy fits with the belief that she is helpless and cannot help herself to
manage her mood.

The case conceptualization can also guide the therapist’s decision making during
meetings. For example, a therapist may see a child’s statement as (1) an opportunity to
help her see how evidence contradicts a depressive belief or supports a more adaptive
belief, (2) an opportunity to teach her how to use coping skills, or (3) an opportunity to
use problem solving to change the situation. While the therapist is teaching the young-
sters coping and problem-solving skills, she is also assessing their mastery of these skills
and the presence of beliefs that prevent the successful use of these skills. This information
becomes part of the case conceptualization.

Once a child’s beliefs have been identified, the next step in the case conceptualization
is identification of the environmental events that are maintaining the beliefs. To accom-
plish this, the therapist assesses the child’s interactions with her caregivers, with signifi-
cant others in her life, and with peers. During all interactions with parents, and especially
during conjoint parent–child meetings, the therapist assesses the parents’ behavior man-
agement, communication, conflict resolution, and emotion regulation skills. The degree
of warmth and supportiveness in the parent–child relationship is also assessed. The pres-
ence of parental psychopathology is formally assessed during completion of pretreatment
measures, and because many parents do not accurately report this information, ongoing
assessment is maintained during interactions with the parents.

All of the aforementioned information is used to develop a case conceptualization
and in developing treatment plans.

Goal Setting

CBT is a collaborative approach to therapy in which the participant is fully informed of
the treatment objectives and the methods that will be employed to achieve these objec-
tives. Central to this collaborative process is helping the participant to identify his or her
goals for therapy. In the case of treating children, this may also involve helping parents to
identify their goals for their child’s treatment and for changing their family or parenting
practices.

In the ACTION program, the therapist begins the goal-setting process by reviewing
the pretreatment assessment information. This information is used to complete an initial
case conceptualization that is translated into treatment goals: positively worded state-
ments about desired outcomes. Between the third and fourth group meetings, the thera-
pist meets individually with each child and her parents to discuss treatment goals. The
therapist merges the goals that she has generated during case conceptualization, with the
child’s goals and concerns to develop a set of three or four collaboratively generated goals
for treatment. In addition, the therapist describes the treatment procedures that will be
used to help the child achieve these goals. Before the end of this goals meeting, the thera-
pist asks the child if she would be willing to share her goals with the group. During the
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fourth group meeting, with each child’s permission, the children share goals with each
other and brainstorm how they can help each other to reach their goals. The strategies for
helping each other are recorded on goals sheets so that the children can refer to them as
needed. At the beginning of every other subsequent meeting, there is a “goals check-in”
time to report progress toward goal attainment and to celebrate progress. As goals are
achieved, the therapist helps the participants identify new goals.

Core Therapeutic Components

Affective Education

Affective education is the component of treatment in which the girls learn about depres-
sion and their own experiences of it. They are taught the CBT model of depression,
including its causes, and how this model applies to them. They are provided with the
rationale for treatment, and they learn how they are going to manage their own experi-
ences of depression. The girls are provided with experiences that help them to become
more self-aware, particularly in regard to therapeutically relevant experiences such as
their depressive thoughts, unpleasant emotions, and other depressive symptoms. Partici-
pants are then taught to use these experiences as cues to engage cognitive strategies, prob-
lem solving, and/or coping skills as a means of managing the unpleasant emotions. Affec-
tive education is threaded throughout the program and is especially evident during the
first few meetings.

Because of developmental limitations, children are taught a simplified model of
depression in which sadness is caused by negative thoughts and undesirable outcomes. In
order to manage depression, the girls learn three core strategies:

1. If the undesirable situation cannot be changed, use a coping strategy.
2. If the undesirable situation can be changed, use problem solving to improve it.
3. Catch negative thoughts and change them to more realistic and positive thoughts.

In order to use these three broad strategies, the youngsters have to recognize their
unpleasant emotions, their negative thoughts, and that they are experiencing a problem.
Youngsters identify their emotions by acting like “emotion detectives” who investigate
their own experience of the “three B’s”: Body, Brain, and Behavior. Participants are
taught greater awareness of their emotional experiences by tuning in to how their bodies
are reacting, what they are thinking, and how they are behaving. During the meetings,
when a child states that she is experiencing a particular emotion, the therapist asks her to
describe what is happening in her body, what she is thinking, and how she is behaving.
Simultaneously, the therapist may use a simple cookie-cutter drawing of a girl to illustrate
what is happening in her body, brain, and behavior. As treatment progresses and the girls
become more proficient at this process, they complete the drawings themselves. The girls
also complete therapeutic homework assignments in which they identify their emotional
experiences and independently assess their experiences of the three B’s.

To help the girls recognize that a problem exists, they are taught to look for signs
that they are experiencing a problem. Possible signs include a shift to unpleasant affect,
the occurrence or potential occurrence of an undesirable outcome, and feeling anxious or
worried about something.

A number of strategies and activities are used to help the girls learn about the dis-
torted nature of depressive cognition. In addition, they learn how to become aware of
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negative thoughts. The methods for accomplishing this are described in the section on
cognitive restructuring.

Coping Skills Training

A central objective of CBT for depression is to behaviorally activate the depressed young-
ster. In the ACTION program coping skills are used to achieve this therapeutic objective.
Emotion-focused coping is taught both as a general strategy for enhancing mood and
more specifically for when a child is experiencing an undesirable or stressful situation
that she cannot change. Coping skills are taught and practiced during meetings 2–9.
Coping skills training is emphasized at the beginning of treatment because these skills
help the girls produce an immediate improvement in mood. This improvement in mood
makes it easier for them to learn and benefit from the problem solving and cognitive
restructuring that are taught later.

As part of the development of the ACTION treatment, a pilot study was completed
in which teachers identified especially resilient 9- to 13-year-old students. These young-
sters were placed in same-gender-and-age focus groups. The goal of the focus groups was
to identify the naturally occurring coping strategies they use to manage sadness and
anger/irritability. Five broad categories of coping skills emerged:

1. Do something fun and distracting.
2. Do something soothing and relaxing.
3. Seek social support.
4. Do something that expends lots of energy.
5. Change your thinking.

The girls experience the benefits of examples of coping skills from each of the five broad
categories within the treatment sessions. The therapist chooses the coping skills to be
taught and applied during each meeting, based on what she believes to be most needed by
the group. For example, if the group appears to be very flat in affect, the therapist does
something fun and energizing as a means of enlivening the group. It is important to note
that the therapist may include coping skills training during any meeting when it would be
helpful.

Children have to experience the benefits of coping skills before they will try to use
them. When a coping strategy is taught, the therapist first asks the girls to rate their mood
and then to participate in an activity in which they use one of the coping skills. For exam-
ple, the girls may play with hula hoops for 5 minutes along with the therapist (fun and
distracting), or they may play freeze tag (exerting energy), or wiggle their toes in sand
while imaging a relaxing beach scene (soothing and relaxing); they may talk with one
another about a stressor (talk to someone), or they may be asked to talk back to their
negative thoughts (change your thinking). After completing the activity, they rerate their
moods. Inevitably, their moods dramatically improve. The therapist processes the experi-
ence with them. Then the group generates a list of further specific activities from the par-
ticular general category (e.g., exerting energy) of coping strategies.

In addition to teaching coping strategies, the therapist helps the girls to identify situ-
ations in which it is most advantageous to use specific coping skills. For example, doing
something fun and distracting can help lift mood, reduce anger, or reduce anxiety.
Soothing and relaxing coping skills are emphasized as a means of reducing anger, irrita-
bility, and stress in general. In addition, they can be used to create a calm, pleasant emo-
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tional state. Expending energy is useful for generating more energy in general, reducing
stress, elevating mood, and fostering better sleep hygiene. Talking to someone can be used
as a way to calm down, to distract oneself from something that is upsetting, as a means of
gaining perspective, and a way to feel more connected. Early in treatment, participants
are taught to use simple coping statements as a means of managing mood. Coping state-
ments are used by participants prior to and during the time they are acquiring more com-
plex cognitive restructuring strategies. These statements are designed to help a child, at
least temporarily, to combat depressive thinking. They are not to be confused with the
more elegant cognitive restructuring procedures described in a later section of the chapter.

Although it is apparent that the youngsters can learn and benefit from using coping
skills, therapeutic improvement is dependent on applying the skills outside the meetings.
To facilitate this, therapeutic homework is assigned. This homework progresses from
identifying changes in emotion and the accompanying thoughts, to noting a change in
emotions, the context of the emotional change, and the coping skill used to improve
mood. In general, participants have a relatively easy time learning coping skills and
applying them to their depressive symptoms. By the midpoint in treatment, they give
examples of how they use coping skills to improve their moods. In fact, they like some
skills so much that it is difficult to get them to use other skills.

Catch the Positive Diary: A Tool to Promote Activation and Coping

As the name suggests, the Catch the Positive Diary (CPD) is designed to help the girls
catch (attend to) positive events by helping them to self-monitor and record the occur-
rence of a variety of therapeutically important positive events. In treating depressed
youth, the CPD is used to (1) activate a child through engagement in fun activities, (2)
redirect the child’s attention from negative to positive events, (3) increase the child’s com-
pletion of therapeutically relevant activities, and (4) help the child find evidence that sup-
ports new, more adaptive beliefs and that counters negative beliefs. The CPD activates a
change in the child’s attention from negative to positive information, helping to restruc-
ture the child’s maladaptive thoughts and beliefs.

The CPD is a chart listing positive events to be self-monitored, with a column for
each day of the week. There is also a place for the child to rate her mood each day. The
list of positive events increases and changes over the course of treatment, as the lists are
tailored for the individual girls’ case conceptualizations. Commonly occurring positive
events may be included on the list as a means of directing a girl’s attention to evidence
that contradicts the belief that “nothing good ever happens to me.” Thus, the girls may
be instructed to add to their lists events such as receiving a compliment, getting a good
grade, playing an instrument, doing a nice job on an art project, hearing something
funny, laughing with friends, acting silly, hearing a song you like, dancing, and so forth.
Depressed youth generally fail to notice these common positive and, as such, mood-
enhancing events. Thus, self-monitoring of these events restructures core beliefs and the
negative thoughts that arise from them. For example, a child may hold the distorted belief
that she is unlovable. If the therapist has proof that she is loved, she helps the girl to con-
struct a list of critical events that prove that she is loved. As these events occur, the child
checks them off in her diary and the outcome of the assignment is processed during the
next meeting. When such tasks are given to a child, it is useful to complete the list early in
the meeting so that she can practice monitoring the occurrence of an event during the
meeting. In this way the therapist can help her recognize examples of the target events.
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Self-monitoring of enjoyable activities leads to an increase in the frequency of these activ-
ities.

To further motivate the girls, the therapist can graph each girl’s mood and the num-
ber of recreational activities completed each day. The graph visually illustrates the rela-
tionship between the two as mood improves with increased engagement in fun activities.
An overarching goal of the treatment program, and of the CPD, is to improve mood by
increasing the frequency and types of coping skills used by the girls. As the other catego-
ries of coping skills are taught to the girls and the benefits are experienced in session, the
girls’ favorite examples of these coping skills are added to the list. Thus, the list expands
from fun activities to include soothing and relaxing activities, activities that vigorously
expend energy, social activities, and coping thoughts. The CPD is a very flexible tool that
can be used for many therapeutic purposes.

Problem-Solving Training

As the girls acquire a better understanding of their emotions, they are taught that some of
the undesirable situations that lead to unpleasant emotions can be changed. Problem
solving is the strategy they use to plan for changing undesirable situations. The five-step
problem-solving sequence is formally introduced during the fifth meeting. During this
meeting, the group also creates a list of the problems that girls of their age typically face.
Then the group goes through the list and determines which problems can be changed and
which cannot. For problems that cannot be changed, the therapist asks which coping skill
they would use to moderate the impact of such situations.

The problem-solving procedure used here is a modification of that described by
Kendall (see, e.g., Kendall & Braswell, 1993). Through education, modeling, coaching,
rehearsal, and feedback, children are taught to break down problem solving into five
component steps. To help the girls remember, the therapist refers to the steps as the “5
P’s”—(1) problem definition (Problem), (2) goal definition (Purpose), (3) solution genera-
tion (Plans), (4) consequential thinking (Predict and Pick), and (5) self-evaluation (Pat on
the back). Steps are defined in a developmentally sensitive manner, and activities are used
to illustrate the meaning and purpose of each step.

The negativity of depressed youth can interfere with their implementation of prob-
lem solving; however, there are some steps that can be taken to minimize the impact of
this negativity. For example, the first step in the process—problem identification and
definition—may be the most difficult step for depressed children to learn, as they often
view a problem as a personal threat. To a depressed child, the existence of a problem
means that there is something wrong with her or that the problem represents an impend-
ing loss. In addition, depressed children with a helpless core belief feel overwhelmed by
problems and think that they cannot solve them. Thus, their sense of hopelessness has to
be combated through concrete experience demonstrating that they can, in fact, overcome
problems. The second step in the problem solving sequence is identifying the desired out-
come for the problem. The key to helping depressed youth with the second step—
identifying their goals—is to help them to choose constructive goals and to avoid destruc-
tive goals. Generating alternative solutions—the third step—is especially difficult for
those with a core belief of helplessness, because they typically believe that nothing will
work to help them. As depressed youth try to use consequential thinking—the fourth
step—when faced with real-life problems, the therapist often has to help them recognize
potential positive outcomes. It is necessary at this step to combat the youngsters’ pessi-
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mism, as it is easier for them to generate reasons why a plan will not work rather than
why it will. They often base their predictions on how they are feeling (emotional reason-
ing). The final step involves monitoring and evaluating the outcome of the plan. When
the girls first start using problem solving, it is important for the therapist to process the
outcome of a plan, as depressed youngsters are likely to minimize their successes, magnify
their failed attempts, and attribute failures to themselves. The girls are taught to use cop-
ing statements for unsuccessful plans, as well as other coping skills, to help themselves
deal with the unpleasant affect associated with a failed plan.

Once the girls have learned the problem-solving steps and the therapist and other group
members have helped them generate a plan that has a high probability of being successful,
the girls have to actually implement the plan in their real-life situations. A girl is more likely
to try if she believes that the plan will work and if she believes that she has the ability to suc-
cessfully implement it. Thus, it is important to address both of these issues with the girls as
the plans are developed and the girls are assigned homework to implement them. It may be
useful to ask a girl if she can foresee anything that would get in the way of her trying the
plan. A problem-solving homework form can be completed during the meeting as the thera-
pist and other group members help her work through the steps and develop the plan. She can
then refer to this form as she tries to implement the plan. It is helpful to begin applying the
problem solving to simpler problems with solutions that are more likely to be successful.
Thus, the girl develops a history of success with problem solving, which increases the proba-
bility that she will use it in the future. Cognitive restructuring strategies can also be used to
get the girls over the cognitive roadblocks that prevent them from using problem solving
outside the meetings. These strategies are discussed next.

Cognitive Restructuring

ESTABLISHING THE RELATIONSHIP BETWEEN THOUGHTS AND MOODS

To effectively restructure a child’s distorted thoughts and beliefs, it is necessary to first
establish a relationship between negative thoughts and unpleasant mood and other
depressive symptoms. It is possible to do this through a number of methods. Although
cognitive restructuring is specifically taught to the children during the later sessions, it is
possible to establish this relationship in the earlier meetings. During the earlier meetings
the therapist watches for opportunities to educate the children about the relationship
between their negative thoughts and unpleasant mood and other depressive symptoms.
Whenever a child states how she feels, the therapist links the feeling to the thoughts she
had. For example:

CHILD: I felt horrible last night.

THERAPIST: What were you thinking when you felt horrible?

CHILD: That my only friend had dumped me.

THERAPIST: Oh, I see. If you think that your only friend no longer likes you, you feel
horrible. How would you have felt if you had thought that she was upset but
that she would be over it tomorrow?

This procedure of using the child’s own experiences to illustrate the link between
thoughts and feelings is the most desirable way to build the child’s understanding of this
relationship. It is necessary to do this repeatedly throughout treatment.
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A number of in-session activities are used to supplement the linking of the girls’
thoughts and their emotions. Early in treatment, when the relationship between thoughts
and feelings is still being established, the therapist writes thoughts on cutouts of “thought
bubbles” and the names of various emotions on heart-shaped cutouts. These cutouts are
placed inside a paper bag. The girls take turns pulling a cutout from the bag. If a thought
bubble is chosen, then the girl is instructed to state the emotion that would go with it. If
an emotion cutout is chosen, then the child is instructed to state the thought that is likely
to cause that emotion. The other group members can help as needed or offer additional
examples. The therapist can choose to complete some additional processing such as:
“When was the last time you felt that way? What was happening? What were you think-
ing?” The therapist should try to make the thought and emotion cutouts real for the girls
by using thoughts that the girls have verbalized during previous meetings and by using
examples of the girls’ emotional experiences as reported in previous meetings. These and
other activities are designed to teach the girls through their own in-session experiences.
They can then be used to extend the girls’ understanding of the nature of cognition and
its relationship to emotional adjustment.

ESTABLISHING THE RATIONALE FOR COGNITIVE RESTRUCTURING

It is important for the girls to understand that they construct their thoughts, that their
thoughts may not be true, and that they can change them. To accomplish this, the thera-
pist shows the girls a cartoon of a common situation that is open to multiple interpreta-
tions that is experienced by girls of their age. The girls are instructed to each write a very
short story about what is happening in the cartoon. Typically, they come up with very dif-
ferent stories. They share their stories, and then the therapist processes the outcome with
them.

“How could all of you be looking at the same picture but see it in different ways?
What does this tell us about the way we think?”

“Which story is correct? What does that tell us about the way we think?”
“Debbie, can you see the same thing Lisa saw? Shaniqua, can you see it the way

Melissa did? So, you can change the way that you think about things?”
“Who can tell us about a time when you thought something and it turned out that

you saw it the wrong way—you misunderstood it?”
“When you are depressed, what do you think happens to your thinking? Are your

thoughts more positive or more negative?”
“Did you know that often when you are depressed, your thoughts aren’t true?

They lie to you and make you see things in a negative way when this isn’t true.”

To illustrate the negative bias in depressive thinking, the girls are asked to complete a
task in which each is given a large bead to put into her shoe between the sole and the bot-
tom of her foot. Then each is given a Jolly Rancher to suck on. The girls are instructed to
walk around and notice the discomfort of the bead. Then they are asked to concentrate
on the fruity, sweet flavor of the candy.

THERAPIST: What happens when you concentrate on the candy?

CHILD: The bad feeling goes away.
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THERAPIST: What happens when you concentrate on the bead?

CHILD: You forget about the candy and get annoyed at the bead.

THERAPIST: So two things are happening at the same time and you can notice one or
the other, depending on which one you attend to? When someone is feeling
depressed, which one do you think that person attends to?

CHILD: The bead.

THERAPIST: What happens to the good things, like the candy, that are happening at
the same time?

CHILD: They are ignored.

THERAPIST: Right. When someone is feeling depressed, she is likely to notice only the
unpleasant, negative, or unwanted things that are going on and then she misses
the good things that are happening. So, if you noticed only the negative things
that are going on, how would you feel?

CHILD: Really down.

THERAPIST: Right. What would happen if you also noticed the good things that were
happening?

CHILD: You would feel good.

THERAPIST: Right, and how would you feel if you noticed both things?

CHILD: Okay.

THERAPIST: Yes. So, if you want to feel better, should you pay more attention to the
beads in your life or the sweet things? Were you able to do this just a minute ago
when you were walking around?

CHILD: Yes.

THERAPIST: Ah ha, so that is what we are going to work on. Noticing the sweet and
good things.

To successfully use cognitive restructuring, it is necessary to teach the children two
important points. First, that their thoughts often are not true. Second, that we are contin-
ually confronted with multiple ways of thinking about things and that we are making
choices about what we want to think and believe. Children and adolescents believe that
their thoughts are objective and reflect the truth. They do not understand that their
thoughts are constructed, biased by their past learning history, and may be far from the
truth. “Just because you think it, it doesn’t mean that it is true.” (Beck, 1995). This is a
surprising revelation for children. The activities used within the group and examples from
the children’s lives are used to make this point ring true for the girls. Helping the girls to
recognize that their depression lies to them through negative thoughts has therapeutic
value in and of itself. In many situations, we can choose what we want to believe because
there is no clear-cut, definitive way of thinking that is right. So, sometimes we have to
look at the practical outcome of believing a negative thought and then weigh the advan-
tages to choosing to believe an alternative viable and possibly true thought. Once again,
real-life situations are used to make this point.

When the children understand that their thoughts affect their emotions, that their
thoughts are constructed, and that thinking more realistically will help them feel better,
they can begin to focus on their own negative thoughts.
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IDENTIFYING NEGATIVE THOUGHTS

To independently restructure negative thoughts and the beliefs that underlie them, chil-
dren must become aware of their own thoughts. Negative thoughts are easier to recognize
when someone else expresses them; therefore, we begin by asking the girls to notice oth-
ers’ negative thoughts as a bridge to recognizing and identifying their own negative
thoughts. To accomplish this, the therapist and the girls discuss how to recognize negative
thoughts and then make a game of catching each other’s. The girls are instructed to call
out, “Negative thought,” whenever someone expresses one through their in-group state-
ments. The therapist purposely makes many negative statements to give the girls practice
at doing this and to normalize being the recipient of the “negative thought” comment.
Subsequently, the girls are asked to catch and record their own negative thoughts on
homework forms, which they bring to the group.

COGNITIVE RESTRUCTURING STRATEGIES

The cognitive restructuring process involves identifying distorted thoughts and then pro-
viding the child with corrective learning experiences. Depressed youth are taught to rec-
ognize and then evaluate negative thoughts, using a number of cognitive restructuring
strategies. A variety of in-session activities and therapeutic homework exercises are used
to teach youngsters to be “Thought Judges,” who evaluate the validity of their negative
thoughts using two questions: (1) What is another way to think about it? and (2) What is
the evidence? If a child’s negative thought is realistic and reflects a situation that can be
changed, then the youngster is encouraged to use problem solving to develop and follow
a plan that produces improvement. If the situation is real but cannot be changed, then a
coping strategy is used to manage her reaction to the situation.

Negative thoughts are restructured by the therapist throughout treatment as they are
identified. During the first nine meetings, the therapist identifies negative thoughts and
asks questions that lead to cognitive restructuring. Consequently, the girls are not
required to do a lot of self-reflection outside the meetings. The girls are introduced to the
cognitive restructuring procedure during meeting 6 so that they can better understand
what the therapist has been helping them to do during the early meetings. Cognitive
restructuring becomes the focus of treatment in meetings 10 to 20. This requires the
youngsters to become more self-focused and to focus on negative thoughts that can exac-
erbate depressive symptoms. However, they can manage the upset that comes with
increased self-focus by using coping and problem-solving skills taught earlier in treat-
ment. The therapist helps to start the shift in thinking and serves as a model for how to
do it.

Once a negative thought has been identified, the child is taught to ask one of the two
“Thought Detective Questions” as a means of evaluating the thought’s validity and devel-
oping adaptive thoughts to replace the negative ones. The girls learn the question that is
best suited for different negative thoughts. “What’s another way to think about it?” is the
easiest cognitive restructuring question for children to learn. They use this question to
generate alternative, plausible, and positive thoughts about a distressing situation. So this
is a good question to use when the girls draw a negative conclusion from a situation from
which many other viable conclusions could be drawn. “What’s the evidence?” is used
when the objective facts do not support the child’s negative thought.

The standard cognitive restructuring procedure is difficult to teach children to use—
once again reflecting a developmental difference between children and adults. A powerful
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tool in this case is an activity that the girls refer to as “Talking back to the Muck Mon-
ster.” When the participants are having difficulty changing, or letting go of, negative
thinking, we refer to this as being “stuck in the negative muck.” The girls like and under-
stand this metaphor. When they are stuck in the negative muck, it is the “Muck Monster”
that is filling them with negative thoughts and holding them back from extricating them-
selves from the muck. Somewhat surprisingly, the girls consistently report having an
image of the Muck Monster. They are eager to describe it, and they are asked to draw it
in preparation for the activity. Therapists encourage this, as it depersonalizes negative
thinking, creates emotional distance between the child and her depressive thinking, and
creates a concrete opponent to defeat. Talking back to the Muck Monster is completed as
many times as needed to help the girls learn how to restructure their negative thoughts
between the 10th meeting and termination.

The therapist maintains a list of each girl’s negative thoughts, which includes
thoughts endorsed on the pretreatment assessment measures, verbalized during treatment
meetings, and recorded on homework forms. This list represents the content of each girl’s
Muck Monster. During an individual meeting that occurs between meetings 10 and 11,
the therapist discusses each girl’s list with her in order to confirm that it “rings true” and
to make her aware of these thoughts and beliefs, as well as their impact on emotions,
behavior, and interpersonal relationships. The beliefs are written inside the girls’ draw-
ings of their Muck Monsters, and the thoughts that stem from the beliefs are written in
thought bubbles around the Muck Monster.

To help the girls learn how to independently apply cognitive restructuring, they are
asked to talk back to the Muck Monster using the two Thought Detective Questions. To
accomplish this, an extra chair is brought to the group meetings for the Muck Monster.
The therapist moves to the empty chair and holds a child’s picture of the Muck Monster
while she states one of the child’s negative thoughts. The girl forcefully uses the two
Thought Detective Questions to guide her talking back to the Muck Monster. Group
members help her to do this by providing additional evidence or alternative interpreta-
tions. The girls may be encouraged to very forcefully talk back to the Muck Monster by
yelling at it. Other group members assist and cheer her on as she forcefully evaluates neg-
ative thoughts and then replaces them with more realistic positive ones. Sometimes it is
helpful to have one of the girls play the role of the Muck Monster and have her hold the
drawing of the Muck Monster as she verbalizes her own negative thoughts, while the
therapist forcefully talks back to the Muck Monster by using the two Thought Detective
Questions. The girls enjoy this activity, and it helps them learn how to use cognitive
restructuring. To provide the girls with additional help in applying cognitive restructuring
outside the meetings, the workbook has forms that guide the process of catching, evaluat-
ing, and replacing negative thoughts.

Restructuring of negative thoughts is also completed indirectly through guided learn-
ing experiences incorporated into treatment. These learning experiences are chosen on
the basis of the case conceptualization initially developed before treatment meetings
begin and further refined over the ensuing meetings. Thus, at the same time that the ther-
apist is refining the case conceptualizations, she is watching for opportunities to use the
child’s own experiences to help her process evidence that contradicts her negative beliefs
and supports new, more adaptive beliefs. For example, a girl whose underlying core belief
is “I’m unlovable,” with an intermediate belief “No one likes me,” states that the follow-
ing events happened between meetings. She talked with a friend on the Internet. She had
a friend sleep over during the weekend. She was invited to a birthday party. She and her
mom baked Christmas cookies together. Her mom tucks her into bed and says prayers
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with her every night. Through Socratic questioning, each of these events can be used to
help her see that she is liked by peers and loved by significant others. The therapist also
gives the child specific homework assignments that provide her with learning experiences
that contradict existing negative beliefs and build new, more adaptive beliefs.

BUILDING A POSITIVE SENSE OF SELF

The primary objective of cognitive restructuring is to help the children build positive
core beliefs about themselves. Depressed children evaluate their performances, posses-
sions, and personal qualities more negatively than nondepressed youth, and their self-
evaluations tend to be negatively distorted (Kendall, Stark, & Adam, 1990). During the
last eight meetings, additional activities are used to support a positive sense of self. This
treatment component appears last because all of the other skills are used during the pro-
cess.

One of the tools used to help youngsters develop a more positive sense of themselves
is the “self-map.” The self-map consists of a relatively large circle in the middle of a page
with a series of smaller circles surrounding it. Each small circle has a line connecting it to
the larger middle circle, and most of the smaller circles have labels such as “Friend,”
“Daughter,” “Student,” and the like. The large circle represents the child, and the smaller
circles represent the multitude of characteristics that the child possesses. Each circle rep-
resents an area of the child’s life and an aspect of self-definition. Overall, the self-map
helps the girls to broaden their self-definitions and to recognize more strengths than they
previously acknowledged. Participants are asked to fill in each bubble with relevant
strengths. In addition, parents and teachers are interviewed by the therapist to identify
their perceptions of the child’s strengths in each of the domains. This information is pro-
vided to the girls by the therapist. We have found that this information can be very pow-
erful, as the children enjoy receiving the compliments. In addition, group members pro-
vide each other with positive feedback for each circle. Once again, receiving this
information from peers appears to be very powerful and believable.

The CPD is used as the children are asked to self-monitor evidence that supports the
positive self-descriptions outlined on the self-maps. For example, a child may base much
of her self-worth on her musical talent. She would be instructed to self-monitor her suc-
cesses during class, individual instruction, practice, and concerts. In addition, emphasis
would be put on her effort toward becoming a better musician, rather than on comparing
herself with others. Furthermore, the personal pleasure she derives from playing her
instrument would be emphasized.

In some instances, the children’s negative self-evaluations are accurate and they
can benefit from change. In such instances, the goal of treatment is to help the young-
sters to translate personal standards into realistic goals and then to develop and carry
out plans for attaining their goals. Following the translation process, the children pri-
oritize the areas in which they are working toward self-improvement. Initially, a plan is
formulated for producing improvement in an area where success is probable. The long-
term goal is broken down into subgoals, and problem solving is used to develop plans
that will lead to the attainment of subgoals and, eventually, the main goal. Prior to
enacting their plans, the children try to identify possible impediments to carrying out
the plans. Once again, problem solving is used to develop contingency plans for over-
coming the impediments. Once the plans, including contingency plans, have been devel-
oped, the children self-monitor their progress toward change. Alterations to plans are
made along the way.
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Parent Training

Parent training (Stark, Simpson, Yancy, & Molnar, 2007a, 2007b) is designed to support
the child treatment component by teaching parents how to reinforce their child’s efforts
to apply therapeutic skills and to apply the same skills themselves. Parents are taught a
number of skills that are designed to remediate possible disturbances in family function-
ing. The parent-training meetings are completed in groups at their daughter’s school after
school hours. Meetings are conducted by the child’s therapist and last approximately 90
minutes. There are eight group parent meetings and two individual family meetings com-
pleted over the 11 weeks that their daughters are participating in treatment (see Table
10.2). The individual family meetings occur between the third and fourth group meetings
and again between the seventh and eighth group meetings. The daughters also participate
in half of the parent meetings and both individual family meetings. The meetings are
structured similarly to the child meetings. However, in addition, prior to reviewing the
main points from the previous parent meeting, the girls provide the parents with a
description of the skills they have learned and then try to teach the parents how to use
them.

Skills Taught to the Parents

Parents are provided with information about depression in children and young teens, our
model of depressive disorders, and how to successfully treat them. To create a more posi-
tive environment, parents are taught to manage their daughters’ behavior through the use
of reinforcement for desirable behavior. At the same time, they are instructed to decrease
their use of punitive and coercive strategies. Teaching parents this more positive approach
to managing their daughters’ behavior creates a home environment that has a positive
affective valence, and it sends the girls a positive message about themselves (“I am a good
person”) and about their parents (“They pay attention to me”). During the first two par-
ent group meetings, parents learn the impact of positive reinforcement on their daughters
and how to effectively use it. They apply it during meetings when their daughters are
present. They are also instructed to monitor their use of positive reinforcement at home.
During the second meeting, the girls help their parents develop a reward menu and iden-
tify areas in which they think they could benefit from some more parental encourage-
ment. In addition, during this meeting, parents experience the power of doing fun things
with their daughters as they play a game together. Parents are encouraged to help their
daughters do more fun things as a coping strategy, and they are encouraged to do more
recreational things as a family. During the third meeting, the parents are taught the dele-
terious effects of excessive use of punishment. They are helped to identify all of the forms
of punishment they use and are encouraged to decrease the use of punishment and to
replace it with positive reinforcement.

During the same week that the girls set their goals for treatment and collaboratively
work with the therapist to identify the plans for obtaining their goals, the therapist con-
ducts individual family meetings and collaborates with the parents to identify their goals
for their daughter and their family. In addition, with the girl’s permission, the therapist
and the parents go over the child’s goals for treatment and the plan for obtaining the
goals. Parents are encouraged to support these goals, and actions they can take to help
their daughter achieve her goals are discussed.

Parents are taught a variety of communication skills, including empathic listening as
well as the following skills:
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1. Keep it brief.
2. Don’t blame.
3. Be specific.
4. Make feeling statements.
5. Give options if possible.

These skills are modeled by the therapists, role-played by the therapists and parents, and
practiced during sessions by the parents and their daughters. The training begins with dis-
cussions on easy topics and then progresses to more emotionally laden topics.

Empathic listening is important because it communicates to the child that she is
being listened to and understood, which leads to a sense of being loved and worthy. In
addition, it is a cornerstone of good communication between the girls and their parents.
The girls are taught to ask their parents if it is a good time to talk, when they are feeling
upset or experiencing a problem. Likewise, the parents are taught to initiate a conversa-
tion with their daughter when they sense she is upset. Once the conversation is initiated,
the parent clears his or her mind of distractions and then listens to the daughter without
providing her with any quick comforts or solutions. The parent listens for the emotion or
message that underlies the girl’s statements. This can be very difficult for parents, as they
may have a hard time just listening and an even harder time identifying the underlying
emotions or broader meaning. It takes a good deal of role playing and coaching for the
parents to be able to listen empathically. In some cases, it seems that the best that can be
done is to teach a parent to become an active listener.

Parents are also taught the same five-step problem-solving procedure that the girls
learn. Parents are taught to view misbehavior and any problems the family faces as
merely problems to be solved. The girls teach their parents the steps and then play a game
with their parents as a procedure for demonstrating the meaning of each step and how to
apply each step to a simple situation—in this case, the game. Once the parents have been
exposed to the steps and understand the process, the therapist divides the parents and
daughters into family units and provides the families with a hypothetical family problem
to be solved.

Elevated levels of conflict are commonly reported in families with depressed children
(Stark et al., 1990) and it is related to the length of the depressive episode. Thus, parents
are taught conflict resolution skills. More specifically, they are taught how to structure
and use family meetings as a means of reducing conflict. The first step in a family meeting
is to say something positive about each family member. Then the person who has called
the meeting sets the agenda, states the issue, and gives examples of the personal impact of
the point of conflict. Next, this person initiates a discussion about alternative behaviors
that would solve the problem, and the family discusses potential outcomes for each alter-
native. Finally, a plan is chosen and initiated. The families role-play the meeting process
with coaching from the therapists. Emphasis is placed on catching the conflict early
before the upset gets so bad that it cannot be constructively managed. Over the course of
the next few meetings, the therapist works with the parents to eliminate barriers to
resolving conflict, such as parent beliefs.

Parents can play a significant role in helping their daughters to catch, to evaluate,
and to restructure their negative thoughts and beliefs. During the second individual fam-
ily meeting and during the seventh and eighth group parent meetings, the parents learn
about the impact of negative thinking on their daughters’ emotional well-being. They are
taught to look at the messages they inadvertently send to their daughters through their
own actions and through the things they say. During the individual family meeting, and
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while the individual families are grouped in their own constellations within the larger
group meeting, the girls describe the impact of their specific negative thoughts on their
emotions and the parents then help their daughters to “talk back” to the thoughts. Par-
ents are encouraged to identify their own negative thoughts and to restructure them using
the same procedures as their daughters use.

SUMMARY

The ACTION program is designed to teach girls to use unpleasant affect and other
depressive symptoms as cues to employ coping, problem-solving, and cognitive restruc-
turing skills. Affective education is used to teach the girls to recognize and identify their
emotional experiences. Initially, treatment efforts are focused on pleasant emotions and
positive experiences as a means of creating an improvement in mood. Subsequently, the
girls are taught to use coping strategies in situations that they cannot change, problem
solving when they can change a situation, and cognitive restructuring when their symp-
toms are caused by negatively distorted thinking. Consistent with principles of cognitive
therapy, the treatment sessions are highly structured, with each segment of the meeting
intended to have therapeutic value.

The ACTION program is designed to change the family environment through parent
training. Parent training teaches parents to use positive reinforcement as the primary
means of managing behavior and to decrease the use of punitive and coercive behavior
management procedures. Parents are taught empathic listening as well as other communi-
cation skills. Family problem solving and conflict resolution skills are taught as a means
of reducing stress due to conflict within the family. Another important aspect of the
parent-training component is to help parents understand how they can support their
daughters in the application of the ACTION skills in the home environment. Finally, par-
ents are encouraged to apply the skills their daughters are learning to their own lives.
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11 Positive Psychotherapy
for Young Adults
and Children

Tayyab Rashid and Afroze Anjum

Think of Emma—a typical depressed adolescent; she is sad, empty, slow, has little
appetite and low libido, sleeps a lot, and is anxious occasionally. On the basis of
these symptoms, a Diagnostic and Statistical Manual of Mental Disorders (DSM-IV-
TR; American Psychiatric Association, 2000) Axis I diagnosis will be given to her. A
number of treatment options are available for Emma. She can spend months or even
years in trying to access and then interpret the finer aspects of her internalized anger;
she can learn to untwist her faulty thinking; she can learn to better understand her
relational difficulties, and, of course, Emma can benefit from antidepressant medica-
tion. These options will help her to learn what is wrong with her, but what is right
about her will be left high and dry. They can overlook certain facts, such as that
Emma cares for her friends, occasionally savors natural and artistic beauty, often
resolves interpersonal conflicts amicably, has risen to the occasion in the face of a
trauma in the past, and loves creative writing, becoming totally absorbed in the pro-
cess whenever she writes, albeit intermittently. Extensive and planned therapeutic
effort will be spent in undoing Emma’s guilt, shame, and thinking errors, but no sys-
tematic doses of optimism, hope, zest, or courage will be dispensed.

Psychotherapies that attend explicitly to the strengths as well as the weaknesses of
clients like Emma are few and far between. We have created and piloted one such psycho-
therapy, which explicitly builds positive emotions, strengths, and meaning in clients’ lives
to promote happiness. We call this approach positive psychotherapy (PPT). This chapter
describes the story of PPT. To make the case, we first discuss the pervasive power of nega-
tives and the importance of attending to them in therapy. In doing so, we acknowledge
and highlight the benefits of traditional therapies, which have primarily attended to nega-
tive emotions and characteristics of clients. However, we argue that therapy needs to go
beyond negatives and should also explicitly focus on the positive emotions and strengths
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of a client. We survey theoretical notions of well-being, growth, positive emotions, and
strengths, as well as interventions that have explicitly targeted happiness. Next, we intro-
duce PPT and describe its theoretical assumptions, content, potential mechanism of
action, and process. Although we believe that PPT may be an effective treatment for
many disorders, depression is our primary empirical target here. We present results from
preliminary studies, including two randomized controlled trials (RCTs) with depressed
young adults and children. Finally, we conclude by highlighting potential clinical applica-
tions, ongoing studies, and limitations of PPT.

ENAMORED WITH NEGATIVES

We are enamored with the negative, bad, and evil. Machiavelli, Schopenhauer, Hegel,
Darwin, Marx, and Freud—all have described the evil and negative undercurrent of
human existence. Freud (1996) even asserted, “I have found little that is ‘good’ about
human beings on the whole. In my experience most of them are trash.” Not surprisingly,
he thought (Freud, 1995) that human civilization is merely a sublimation of sexual and
aggressive drives. Negatives almost seem to have seductive power because of their
potency, intricacies, and valence. Pursuit of negatives is pervasive in academia, literature,
and art. From Desperate Housewives to Fear Factor, the contemporary media thrive on
negatives, as fear, violence, abuse, graft, greed, jealously, insecurity, and sexual infidelity
are carefully and creatively juxtaposed in news, dramas, music, and films. In his opening
line to Anna Karenina, Leo Tolstoy (1877/1999) wrote that although all happy families
are alike, each unhappy family is unhappy in its own way. Accounts of evil, bad, and neg-
atives arouse our curiosity more than stories of virtue, good, integrity, cooperation, altru-
ism, and modesty. We ruminate about negative emotions for months, and sometimes for
years, rather than savor positive moments. The pain of losing $100 stings us more than
the pleasure we feel at gaining $100 (Kahneman & Tversky, 1984). Bad emotions, bad
parents, and bad feedback have more impact than good ones. Bad impressions and ste-
reotypes are quicker to form and more resistant to disconfirmation than good ones
(Baumeister, Bratslavsky, Finkenauer, & Vohs, 2001). Much like mainstream culture, psy-
chology has been fascinated with the darker side of human behavior. Social psychology
focuses on racism, aggression, prejudice, and discrimination; cognitive psychology on
processing errors, negative schemas, biases, and illusions; school psychology on dyslexia,
dysgraphia, phonological problems, attentional deficits, and a host of developmental dis-
orders; and clinical psychology on symptoms, disorders, trauma, and stress.

But why are we attracted more to negatives than to goods? Perhaps it is courtesy of
our Pleistocene (ice age) brains that evolved from our firefighting needs. Seligman (2002)
observes, “Negative emotions—fear, sadness and anger—are our line of defense against
external threats, calling us to battle stations” (p. 30). Danger, loss, and trespass are
threats to self-preservation. Throughout evolution, life has been a Darwinian fitness test
of putting out fires, tackling trespassers and ensuring food, shelter, and a mate. However,
the pain of preservation has yielded specific gains. David Buss (2000) maintains that psy-
chological pain, depression, varieties of anxiety, fear, and phobias, and specific forms of
anger and grievances solve specific adaptive problems such as sexual coercion (pain),
inhabiting a subordinate position in the social hierarchy (depression), spousal infidelity
(jealousy), and the blocking of one’s goal-directed behavior (anger). Those who are
attuned more to negatives survive. Thus, attending to negatives is adaptive. There is
strong and accumulating evidence that negatives carry more weight and impact (e.g., Cot-
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trell & Neuberg 2005; Hoorens, 1996; Rozin & Royzman, 2001; Wright, 1988) and that
the human brain is wired to react more strongly to bad than to good (Ito, Larsen, Smith,
& Cacioppo, 1998; Luu, Collins, & Tucker, 2000). There are more negative emotions
than positive ones—twice as many, by one count (Nesse, 1991). Therefore, perception
and analysis of negative states and traits comes naturally to us. In therapy, clients’ nega-
tives stand out more saliently than their positives. Moreover, clients often seek therapy
because it is hard for them to let go of negatives easily. Negative emotions cause psycho-
logical pain, and coming to therapy is an attempt to mitigate this pain. Acknowledging
the omnipresence of negatives and also being sensitive to the psychological pain of cli-
ents, PPT’s basic premise is not to negate negatives but to approach them differently—
undoing them by targeting strengths as well as symptoms. As Duckworth, Steen, and
Seligman (2005) put it, this is a “build-what’s-strong” approach to supplement the tradi-
tional “fix-what’s-wrong” approach. PPT with Emma will entail using more frequently
her social intelligence, kindness, appreciation of beauty, resiliency, and creativity, in addi-
tion to working on her depressive symptoms.

Dividends of Focusing on Negatives in Psychotherapy

Psychotherapy has made huge strides by focusing on negatives. Rigorous random assign-
ment studies have demonstrated that psychotherapy helps significantly more than pla-
cebo and perhaps more long-lastingly than medications (Lambert et al., 2003; Shadish,
Navarro, Matt, & Phillips, 2000; Seligman, 1995). Moreover, today there are empiri-
cally validated therapies for more than a dozen mental ailments, such as depression,
schizophrenia, obsessive–compulsive disorder, panic disorder and so forth (Barrett &
Ollendick, 2004; Kazdin & Weisz, 2003). A focus on negatives has also refined specific
forms of psychotherapies, and we now have empirically validated treatments for specific
disorders, such as exposure for phobias and posttraumatic stress disorder, cognitive-
behavior therapy for depression, bulimia, headache, panic, and irritable bowel syndrome,
and insight-oriented therapy for marital discord (Plante, 2005). Moreover, we have vastly
increased our understanding of finer, yet important, aspects of psychotherapy such as
therapeutic alliance, nuances of therapeutic communication, nonverbal language, thera-
pist effects, treatment process, and the process of feedback to and from the client
(Weinberger, 1995; Wampold, 2001). Nevertheless, the focus on pathology has mitigated
symptoms effectively but has not necessarily enhanced happiness, which is left high and
dry. Despite understanding the evolutionary, philosophical, social, and psychological
underpinnings of the pervasive impact of negatives, we feel that there is little empirical
justification for psychology’s predominantly negative view of human nature, which influ-
ences psychotherapy significantly. Perhaps it is time we reexamine our assumptions
regarding psychotherapy. Psychotherapy, in its present state, is far from being a compre-
hensive treatment. It effectively reduces symptoms but does not necessarily enhance hap-
piness. Reduction or even remittance of symptoms does not automatically enhance happi-
ness. In fact, there is a growing awareness that some psychotherapies confound response
to treatment with full recovery. Moreover, therapy outcome researchers have expressed
concern that quality of life needs to be included in the evaluation of treatment outcome
(Gladis, Gosch, Dishuk, & Crits-Christoph, 1999). Therefore, psychological well-being
needs to be incorporated into the definition of recovery (Fava, 1996). Ryff and Singer
(1996) have suggested that an absence of well-being creates conditions of vulnerability to
possible future adversities and that the path to lasting recovery lies not exclusively in alle-
viating symptoms but in engendering the positive. Psychotherapy needs to be a hybrid
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enterprise that includes alleviation of psychopathology as well as promotion of happi-
ness.

Complete Mental Health

Human beings want to be happy, not just less afraid, sad, or anxious. More than two mil-
lennia ago, Aristotle thought that happiness was the whole aim and end of human exis-
tence. People rank the pursuit of happiness as one of their most cherished goals in life in
almost every culture researchers have examined (Diener & Oishi, 2000). Duckworth et
al. (2005) argue that persons who carry the weightiest psychological burden care about
much more in their lives than just the relief of their suffering. Troubled persons want
more satisfaction, contentment, and joy, not just less sadness and worry. They want to
build their strengths, not just to lessen sadness—and they want lives imbued with mean-
ing and purpose. The current modus operandi of psychotherapy, working largely on
symptoms, does indeed make clients like Emma less sad and anxious but does not
increase their satisfaction, contentment, joy, and happiness. Empirically, happiness and
psychopathology are not opposite ends of a single continuum. Measures of psychopathol-
ogy (e.g., depression) correlate modestly and negatively with various measures of
happiness and well-being (Ryff & Keyes, 1995). Specifically, measures of happiness and
well-being correlate on average –.51 with the Zung Depression Inventory (Zung, 1965)
and –.55 with the Center for Epidemiologic Studies Depression Scale (CES-D; Radloff,
1977). Life satisfaction and happiness associate about –.40 to –.50 with scales of depres-
sion symptoms (Frisch, Cornell, Villanueva, & Retzlaff, 1992). In short, there is about
25% shared variance between common scales of depression and happiness and subjective
well-being. The Midlife in the United States (MIDUS) study of 3,032 adults between the
ages of 25 and 74 found that only 21.6% of the population are flourishing, that is, feel-
ing positive emotions toward life and functioning well psychologically and socially
(Keyes, 2003). Nearly 20% of the adults fit the criteria for languishing, a state in which
an individual is devoid of positive emotion toward life, is not functioning well psycholog-
ically or socially, and has been depressed during the past year. The rest are somewhere
between languishing and flourishing. Individuals who are flourishing have excellent
health, miss fewer days at work, cut back on work on fewer days, and have fewer physi-
cal limitations in their daily lives, whereas languishing individuals tend to have emotional
distress and psychological impairment at levels that are comparable to the impairment
associated with a major depressive episode. Thus, complete mental health as suggested by
Keyes and Lopez (2002) is not merely the absence of psychopathology, nor is it just the
presence of high levels of well-being and happiness. It is a complete state consisting of (1)
the absence of psychopathology and (2) the presence of happiness, well-being, and life
satisfaction. Therefore, the current state of psychotherapy is half-baked as it targets only
absence or reduction of symptoms. Psychotherapy should not only target the undoing of
symptoms but also explicitly enhance happiness. It should not seek to move a client only
from –8 to –2, but also to +8. Doing so, we hope, will not only treat psychological disor-
ders effectively but will also prevent their future recurrence.

Potential for Prevention

Positive emotions and strengths are some of the best candidates to prevent psychopathol-
ogy. Human strengths such as courage, future-mindedness, optimism, emotional and
social intelligence, spirituality, honesty, and perseverance can act as buffers against psy-
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chological disorders. Traditional psychotherapies merely treat symptoms, but not neces-
sarily prevent them from recurring. To appreciate the difference between treatment and
prevention, consider an example. The substantial drop in cardiovascular disease in the
United States, the United Kingdom, and other developed countries has not arisen primar-
ily from the availability of better individual treatments. Rather, it has arisen largely from
efforts to educate the public about health promotion measures advocating the importance
of exercise, healthy diet, and smoking cessation (Puska, Vartiainen, Tuomilheto, Salomaa,
& Nissinen, 1998). Attending early enough to the positive emotions and strengths of
those who are genetically vulnerable to psychological problems or who live in neighbor-
hoods that foster these difficulties could reduce their impact (e.g., by teaching skills to use
strengths to cope with problems) and can have long-lasting beneficial effects on individu-
als and society. Similarly, investing in parent education in children’s early years can pre-
vent a number of physical as well as psychological problems in the children later on. Cre-
ating educational systems that promote the strengths-based well-being, happiness, and
flourishing of students, and not necessarily imparting more cognitive knowledge, could
pay future dividends. Unfortunately, most mental health resources are currently dedicated
to treatment.

Research in prevention, albeit scarce, has demonstrated that positive emotions buffer
individuals against depressive symptoms (Gillham & Reivich, 1999). Increased well-
being has been identified as having a protective effect in terms of vulnerability to chronic
and acute life stresses (Ryff & Singer, 2000). Several well-controlled studies have docu-
mented a clear link between frequent positive emotions and longevity. For example, in the
Netherlands, Giltay and colleagues (Giltay, Geleijnse, Zitman, Hoekstra, & Schouten,
2004) studied 999 men and women (ages 65–85) and found that those who reported high
levels of optimism had a 55% lower risk of death from all causes and a 23% lower risk of
cardiovascular death than people who reported high levels of pessimism. Similar studies
(e.g., Danner, Snowdon, & Friesen, 2001; Moskowitz, 2003; Ostir, Markides, Black, &
Goodwin, 2000) have convinced us that identifying and then promoting positive emo-
tions and strengths of nonclinical and at-risk individuals can provide effective prevention.
In particular, a primary prevention that targets children and adolescents by promoting
their strengths can act as a strong buffer against future psychopathology. Durlak (1995)
has pointed out that only 8% of normal children go on to have serious adjustment prob-
lems as adults (as against 30% of clinically dysfunctional children). Thus, there is clearly
a strong case for improving the lives of at-risk and normal individuals, as this will
increase their vitality, capabilities, and skills, which in turn will act as a strong buffer
against future psychopathology. After realizing that focusing on illness, disease, and phys-
ical symptoms does not address what it means to be truly healthy (Ryff & Singer, 1998,
2002), the medical field is gradually changing. From its emphasis on the treatment of dis-
ease, the focus first shifted to the prevention of disease and then to the promotion of
physical well-being. Psychology needs to make a similar shift, because in its fascination
with negatives, it has fallen short in identifying distal buffers such as positive emotions,
individual strengths, and social connection, which could prevent psychopathology in the
first place (Gable & Haidt, 2005). PPT, based on strengths, we believe, is well suited to
provide effective prevention.

The notions of happiness, well-being, and fulfillment have not been invented by posi-
tive psychology or PPT. These notions, amid the great flurry of activity focused on symp-
toms, have been around for decades, although voiced quietly. In the following section we
briefly review both the theoretical notions of happiness and interventions that have
attempted to enhance happiness explicitly.
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HAPPINESS: SOME THEORETICAL NOTIONS

For ages, philosophers and sages have pursued happiness—trying to define it and enu-
merating conditions that lead to it. Greek philosophers had differing notions of happi-
ness. Socrates, Plato, and Aristotle essentially emphasized the pursuit of a virtuous and
good life (eudemonic well-being) as necessary to attain happiness. Epictetus stressed sup-
pressing desires and accepting fate as an essential condition of happiness, whereas
Epicurus promoted the satisfaction of desire as necessary for happiness. Lord Byron
thought that celebration of one’s uniqueness and awareness of one’s experience was hap-
piness. For Jane Austin, virtues of constancy and amiability brought happiness, and
Benjamin Franklin emphasized that industry, temperance, and cleanliness were essential
for well-being. In The Conquest of Happiness, Bertrand Russell (1930) postulated that
mental discipline or “hygiene of the nerve,” which controls and counteract worrisome
thoughts, and balance between work, family, and leisure achieved happiness. Psycholo-
gists have also explored happiness and related concepts. As early as 1894, Mark Baldwin
and McKeen Cattell edited the Psychological Review, published by Macmillan & Com-
pany which included terms like higher manifestations of mind, ideals and values and aes-
thetics (Sloan, 1980). William James, the father of American psychology, observed in
Varieties of Religious Experience (1902/1999) that courage, hope, and trust have con-
quering efficacy over doubt, fear, and worry. John Dewey’s (1933) concept of optimal
functioning was based on artistic-esthetic transactions between person and environment
that fully absorb the individual. This resonates with Csikszentmihalyi’s Flow (1990)
(described later). Henry Murray (1938) deemed that the study of positive, joyful, and
fruitful experiences of a person was essential to advance the course of psychology.
Terman studied giftedness and marital happiness (Terman, 1939; Terman, Buttenweiser,
Johnson, & Wilson, 1938). Jung (1934) explored the importance of individuation and
meaning of life to attaining the fulfillment of the collective qualities of human beings.
Thus, before World War II, well-being, optimal functioning, meaning, and happiness fea-
ture prominently in the psychological literature. In fact, Seligman and Csikszentmihalyi
(2000) noted three clear missions of psychology before World War II: curing psychopath-
ology, making the lives of all people more productive and fulfilling, and identifying and
nurturing talent. However, immediately after the war, the assessment and treatment of
psychopathology became the exclusive mission, largely owing to economic and political
factors (Maddux, 2002). Yet humanistic psychology continued to advocate for positives
in the therapeutic framework. Maslow felt that too little attention was given to subjects
like creativity, healthy and normal personality, love, play, perspective in life, personal
growth, and higher levels of consciousness. His books, such as Towards a Psychology of
Being (1999), Religions, Values and Peak Experiences (1964) and The Farther Reaches of
Human Nature (1971), represent seminal efforts to systematically study positive states
and traits. Maslow believed that a healthy (self-actualizing) personality had a superior
perception of reality, increased acceptance of self, others, and nature, increased spontane-
ity, increased problem centering, increased autonomy, resistance to enculturation, higher
frequency of peak experiences, increased identification with human species, more
democratic character structure, and increased creativity. Akin to the notion of flow
(Csikszentmihalyi, 1990) in the contemporary movement of positive psychology (de-
scribed later), Maslow (1971) described self-actualization as

experiencing fully, vividly, selflessly, with full concentration and total absorption . . . this is the
moment when the self is actualized itself. As individuals, we all experience such moments
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occasionally. As counselors, we can help clients to experience them more often. We can
encourage them to become totally absorbed in something and to forget their poses and their
defenses and their shyness—to go at it “whole-hog.” (pp. 45–50)

Maslow’s contemporary, Rogers (1959), proposed that deep down, human beings
strive to become all they can be. There is an inherent tendency of the organism to develop
all its capacities in ways that enhance the organism. This is development toward autono-
mous determination, expansion and effectiveness, and constructive social behavior. Marie
Jahoda (1958) wrote a provocative book, Current Concepts of Positive Mental Health
(1958), that made a persuasive argument that well-being should be explicitly attended to
in its own right. Jahoda extracted six processes that contribute to well-being: acceptance
of oneself, growth/development/becoming, integration of personality, autonomy, accurate
perception of reality, and environmental mastery. Similarly, Allport (1961) postulated
that extension of the sense of self, warm relating of self to others, emotional security, real-
istic perception, insight, and humor are all hallmarks of a mature personality. More
recently, Ryff and colleagues (Ryff & Singer, 1996, 1998) identified six components of
psychological well-being that markedly overlap with Jahoda’s notion of well-being.
Rokeach (1973) and Schwartz (1994) also identified several factors, such as satisfaction
of biological needs, coordination of social interaction, and facilitation of societal func-
tioning, that are arguably “universal” requirements of fulfillment and survival. Ryan,
Sheldon, Kasser, and Deci (1996) have postulated that well-being is based on three uni-
versal psychological needs, namely, autonomy, competence, and relatedness, and that the
gratification of these needs is a key predictor of psychological well-being. These notions
of happiness and well-being only dot the psychological literature, reflecting a minuscule
minority of works as compared with the hundreds of thousands of volumes on psycho-
pathology. Consequently, the holy grail of psychotherapy is rich, complex, and variegated
in its efforts to cure psychopathology. Hundreds, if not thousands, of forms of psycho-
therapies are available to treat symptoms, but only a few have targeted happiness. We
survey these few next.

Psychotherapies Targeting Happiness Explicitly

Fordyce (1977, 1983) was the first researcher to develop and test a “happiness” interven-
tion. Fordyce focused on the characteristics of happy people to extract 14 strategies for
increasing happiness, such as being active, socializing more, engaging in meaningful
work, forming closer and deeper relationships with loved ones, lowering expectations,
and prioritizing being happy. In order to assess level of happiness, Fordyce developed and
tested the Fordyce Happiness Survey, a global measure of happiness that is still used
widely. In a series of studies, Fordyce compared the happiness of students who had
received detailed instructions on the 14 strategies to be happy, with a control group
whose members had not received such instructions. He found that the students who had
received detailed instructions were happier and showed fewer depressive symptoms at the
end of the term than the members of the control group. In addition, Fordyce mailed a
follow-up survey 9–18 months later to a small subset of participants and found that the
gains in happiness and lack of depressive symptoms were maintained.

A well-being therapy (WBT) has been developed and tested in Italy (Fava 1999). It is
based on Carol D. Ryff’s multidimensional model of psychological well-being (Ryff &
Singer, 1996, 1998), which converges closely with Jahoda’s (1958) notions of positive
mental health noted above. WBT focuses on building environmental mastery, personal

256 TREATMENT OF DEPRESSION



growth, purpose in life, autonomy, self-acceptance, and positive relations with others. It
uses various techniques to help clients focus on moments of well-being in their lives and
keep a written record of them and encourages self-observation. The effectiveness of WBT
in the residual phase of affective disorders was tested in a small controlled trial. Twenty
patients with an affective disorder who successfully completed pharmacological or psy-
chotherapeutic treatment were randomly assigned to WBT or cognitive-behavioral ther-
apy (CBT) for residual symptoms. Both WBT and CBT were associated with a significant
reduction of residual symptoms and an increase in personal well-being. However, a signif-
icant advantage of WBT over CBT was observed. In another validation study (Fava &
Ruini, 2003) WBT was given to patients with recurrent major depression. All of these
patients had been treated successfully with antidepressant medication. They were ran-
domly assigned to either CBT plus WBT or a clinical management group. Participants
who were exposed to CBT + WBT had a significantly lower rate of residual symptoms
and a significantly lower relapse rate of 25% at a 2-year follow-up, as compared with
members of the control group, who showed a relapse rate of 80%.

Integrating cognitive therapy with the ideas of positive psychology, Frisch has
devised and empirically validated quality of life therapy (QOLT; Frisch 2006). Happiness
in QOLT is conceived as the fulfillment of cherished goals, needs, and wishes in 16 valued
areas of life, including health, spiritual life, work, play, learning, creativity, helping, love,
friendship, and community. A bibliotherapy outcome study (Grant, Salcedo, Hynan, &
Frisch, 1995) was conducted to assess the efficacy of QOLT in treating depression. Six-
teen clinically depressed community volunteers who showed an aptitude for and interest
in bibliotherapy, and were not suffering from other disorders, met weekly to discuss a
manual on QOLT. All participants who completed treatment were reclassified as
nondepressed and showed significant increases in quality of life and self-efficacy. All but
one participant maintained these improvements at a follow-up assessment.

Instilling hope has been translated into formal treatment. Based on Snyder’s (1994)
theory of hope, Lopez and colleagues (2004) developed a program, Making Hope Hap-
pen, for seventh graders that aims to enhance hope through five weekly 45-mintue ses-
sions. The children were taught about hope with the use of pictorial representations and
narratives depicting characters with high hope, and were taught skills to distinguish
between hopeful and unhopeful statements. Results showed that participants in the pro-
gram had significantly higher levels of hope in comparison to their counterparts who did
not participate in the program. Group and individual hope enhancement strategies for
adults have also been developed and evaluated (Cheavens, Gum, Feldman, Michael, &
Snyder, 2001). One such intervention, by Klausner, Snyder, and Cheavens (2000), has
demonstrated that depressed older adults benefited from group therapy focused on goal
setting, increasing the production of pathways and agency through actual work on rea-
sonable goals, discussion of the process, and weekly homework assignments. Results
indicated that hopelessness and anxiety decreased significantly, whereas hope increased
reliably. Moreover, in comparison to members of a reminiscence therapy group, members
of the hope-focused group experienced a more substantial decrease in depressive symp-
tomatology.

These interventions have had a minimal impact on psychotherapy approaches and
practice. Paradoxically, there are hundreds of self-help books, retreats, workshops, moti-
vational talks, and camps and numerous similar television shows—most of which focus
on positive affirmations, self-esteem uplifts, and freeing of spirit. These are delivered by
armchair gurus and pop psychologists who often propose dramatic New Age solutions,
which make the audience feel better temporarily but lack long-term curative effects. It is
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argued that distressed individuals seek these untested regimens because they seek happi-
ness, which traditional therapy does not offer—at least not explicitly. We believe that by
ignoring happiness, psychotherapy has missed happiness as a legitimate treatment goal.
Its fascination with negatives, suffering, and pain has seen only “the half-empty glass.”
PPT brings the “half-full” part of the proverbial glass to the foreground. Next, we
describe PPT in detail.

ASSUMPTIONS OF PPT
Human Nature Has an Inherent Capacity for Growth, Fulfillment,
and Flourishing

Psychotherapies have existed throughout history and have always been rooted in philo-
sophical views of human nature (Wachtel, 1997). Mainstream psychology views psycho-
therapy as a practice in which symptoms, usually leaking from the unconscious, are
explored, or maladaptive behaviors strengthened by environmental reinforcement are
unlearned, or irrational beliefs leading to problematic feelings and behaviors are correctly
thought out, or troubled relationships are thoroughly explored. All of these therapeutic
endeavors are rooted in beliefs about human nature. For example, the Freudian view,
most prevalent in the popular culture, media, and academia, perceives human nature as
motivated primarily by sexual and aggressive drives. Seligman (2002) calls it “rotten-to-
the-core” (p. xiv), a dogmatic view of human nature that reduces the client to a mere
slave of damaged habits and sexual drives. If this view is true, the function of therapy is
essentially to keep aggressive and sexual drives in restraint. Maslow and Rogers, before
Seligman, questioned this fundamental assumption of mainstream psychology and sug-
gested that instead of tending toward destruction, human beings are motivated toward
developing their full potential. Rogers observed:

I have little sympathy with the rather prevalent concept that man is basically irrational, and
thus his impulses, if not controlled, would lead to destruction of others and self. Man’s behav-
ior is exquisitely rational, moving with subtle and ordered complexity toward the goals his
organism is endeavoring to achieve. (1969, p. 29)

PPT does not see a client as a mere slave of damaged habits, sexual drives, faulty
thoughts, and troubled relationships. The client is not a passive actor whose behavior is
reinforced by responses from the environment. Rather, the client has good and bad states
and traits that influence each other. Unlike those who ascribe to the pathology-oriented
model, we assume that psychopathology does not reside entirely within the client. Much
like a client has a susceptibility to psychopathology, the client also has an inherent capac-
ity for happiness. Indeed, it is the interaction between the client and the environment that
generates psychopathology and happiness. In PPT we acknowledge that human beings in
general, and clients seeking therapy in particular, are prone to attend to, perceive, ana-
lyze, and internalize negatives more sharply than positives. However, at the same time,
we conceive human nature broadly, equipped with sophisticated executive centers, with
the potential to rise above natural selection and consciously civilize actions and habits to
alter genetic influences. A client’s good and bad behaviors may be genetically influenced
but not genetically determined. PPT assumes that a client’s behavior is best understood
on dimensions, not in categories. Dividing behavior into categories may confuse us as to
reality. Alan Watts (1966) has stated, “However much we divide, count, sort, or classify
[the world] into particular things and events, this is no more than a way of thinking
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about the world. It is never actually divided” (p. 54). In symptom- and disorder-oriented
therapy, clients are generally viewed as passive victims of intrapsychic and biological
forces who need help with their diseases and disorders only, not with their well-being.
These victims are deemed to be a clinical population that forms a separate category from
the nonclinical. Pointing to this artificial categorization, Bandura (1978) commented,
“No one has ever undertaken the challenging task of studying how the tiny sample of
clinic patrons differs from the huge population of troubled nonpatrons” (p. 94). Perhaps
it is not a surprise that psychology has little to offer for nonclinical individuals who want
to make their lives more fulfilling and happier. Psychology is not just a branch of medi-
cine concerned with illness or health; it is much larger. It is about work, education,
insight, love, growth, and play (Seligman & Csikszentmihalyi, 2000). But these larger
aspects of psychology cannot be explained adequately when clients are viewed as victims
of unconscious motivation or flawed thinking. Psychopathology appears not only
because of unresolved conflicts and erroneous thinking, but when growth, fulfillment,
and flourishing are thwarted. And clients are fully capable of growing, maturing to drop
the old adjustment as outworn, like an old pair of shoes.

Positive Emotions and Traits Are as Authentic as Symptoms

As noted above, evolution and the psychological literature inform us that negatives com-
mand the attention of a psychotherapist more than positives. Clients seeking therapy are
socialized to believe that therapy is a place to discuss and deal with troubles. They readily
describe how negative emotions, negative actions, bad parents, and bad feedback impact
their lives. Of course, they include the emotional impacts of relationship failures, trau-
mas, sour interpersonal interactions, and setbacks at work, which outweigh the joy of
their accomplishments, friendships, smiles, and giggles. They more vividly remember the
pain of transgression than the pleasure of companionship. They want to discuss quickly
formed and harder-to-change opinions about others. They share with the therapist the
struggle they have because, despite trying, they cannot let go of painful experiences and
keep on ruminating about them (Nolen-Hoeksema, Parker, & Larson, 1994). In the tradi-
tional, pathology-oriented model of psychotherapy, these negatives are perceived, ana-
lyzed, and further synthesized into personality structures with an underlying assumption
that symptoms are authentic and central ingredients of therapy, whereas positives are
seen as by-products of symptom relief, or at most, clinical peripheries that do not need
exclusive attention. So steeped is this assumption in mainstream psychology that the
Diagnostic and Statistical Manual of Mental Disorders, fourth edition (DSM-IV) calls
affiliation, anticipation, altruism, and humor “defense mechanisms (American Psychiatric
Association, 2000, p. 752). Altruistic behavior is considered as a defense, as noted by a
psychodynamic theorist (McWilliams, 1994): “Depressive people often handle their
unconscious dynamics by helping others, by philanthropic activity, or by contributions to
social progress that have the effect of counteracting their guilt” (p. 238). Criticizing this
view sharply, Seligman (1999) has asked:

How has it happened that the social sciences view the human strengths and virtues—altruism,
courage, honesty, duty, joy, health, responsibility and good cheer—as derivative, defensive or
downright illusions, while weakness and negative motivations—anxiety, lust, selfishness,
paranoia, anger, disorder and sadness—are viewed as authentic? (p. 559)

PPT regards positive emotions and strengths of clients as being as authentic as their
weaknesses are, valued in their own right, contributing to happiness as weaknesses and
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symptoms contribute to psychological disorders. Moreover, we seriously question the
assumption that strengths are psychological defenses. If true, was Mother Teresa’s com-
passion for the poor of Calcutta a defense to deal with her anxiety? Was Princess Diana’s
struggle to rid the world of land mines anger against Prince Charles? Was Gandhi’s civil
disobedience movement an attempt to sublimate anger against his father? Was Eleanor
Roosevelt’s altruism a compensation for her mother’s narcissism and her father’s alcohol-
ism? Was Martin Luther King Jr.’s struggle for civic rights an attempt to overcome his
inferiority complex? Are the strivings of Aung San Suu Kyi of Burma, Ken SaroWiwa of
Nigeria, and Shirin Ebadi of Iran mere defensive masks to hide their unconscious
motives?

Human strengths are as real as human weaknesses, as old as time, and are valued in
every culture (Lopez, Snyder, & Rasmussen, 2003; Peterson & Seligman, 2004). Some
therapists may argue that it is difficult to assess positive emotions, because they tend to
be fleeting, or strengths, which may not be as prominent as weaknesses. Furthermore, the
social desirability of strengths may elude a valid assessment, as some clients, in order to
seek the therapist’s attention may overreport them, or to avoid a perception of vanity
may underreport them. Our response is twofold. First, exclusive focus on psychopatholo-
gy has yielded sophisticated ways to assess symptoms and disorders. We have four edi-
tions of the manual on insanities (DSM) and thousands of self-report, observational, and
physiological measures of psychopathology. Yet the assessment of strengths has seriously
lagged behind. Peterson and Seligman’s Character Strengths and Virtues (2004) repre-
sents the first systematic effort in organizing core human strengths to complement the
Diagnostic and Statistical Manual (DSM) of the American Psychiatric Association
(2000). A number of measures have been developed and validated to assess positive
emotions and strengths such as the Values in Action, an Inventory of Strengths (Peter-
son & Seligman, 2004), Hope Scale (Snyder et al., 1996), General Happiness Scale
(Lyubomirsky & Lepper 1999), Satisfaction with Life Scale (Diener, Emmons, Larsen, &
Griffin, 1985), Positive Affectivity and Negative Affect Schedule (PANAS; Watson, Clark,
& Tellegen, 1988), Orientation to Happiness (Peterson, Park, & Seligman, 2005) and
Scales for Psychological Well-being (Ryff & Singer, 1996). Second, we believe that the
favorable or unfavorable self-representations of clients seeking to gain attention, are part
of content, which should be not statistically controlled (Lopez et al., 2003). Positive emo-
tions and strengths are authentic and should be valued in their own right.

Of course, negatives have adaptive value in our lives, but perhaps this has been taken
to the extreme. The central point of this chapter is that human existence encompasses
more then just resentment, deception, competition, jealousy, greed, worry, and anxiety—
it also includes honesty, cooperation, gratitude, compassion, contentment, and serenity.
Hence, our function in therapy is not only to put out fires, eliminate dangers, reduce hos-
tility, or alleviate moral, social, and emotional malaise, it is also to restore and nurture
courage, kindness, modesty, perseverance, and emotional and social intelligence. The for-
mer approach makes life less painful, but the latter makes it fulfilling. Therefore,
psychotherapy—the most visible face of psychology to a layperson—should not address
only human weaknesses and misery, but also strengths and happiness.

Discussing Positive Emotions and Strengths Is Curative

Most traditional therapy, especially before the drug revolution, was conducted by talking
about troubles such as bad parenting, suppressed emotions and memories, faulty thinking
patterns, and resentment in interpersonal relations. The portrayal of therapy in Holly-
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wood films (e.g., Prince of Tides, Good Will Hunting, A Clockwork Orange, One Flew
over the Cuckoo’s Nest) and on television talk shows, mostly anchored by pop psycho-
therapists, have further reinforced the public perception that talking about troubles, ven-
tilation of the “inner child,” and exploring injuries to self-esteem are cathartic and
thereby curative. Hence, clients have been socialized to believe that therapy entails talk-
ing about troubles. Some clients at the onset of therapy even tell their therapist that, cour-
tesy of their “Goggle” search, they are convinced that they meet DSM criteria for a spe-
cific disorder. Most of those seeking treatment view themselves as deeply flawed, fragile
victims of cruel environments or casualties of bad genes. Talking about troubles with an
emphatic, warm, and genuine therapist is indeed a powerful cathartic experience, which
is deemed necessary in any form of psychotherapy. Therefore, all major approaches to
psychotherapy emphasize that the therapist–client interaction should be positive and that
therapist should generally be empathetic, genuine, warm, and professional (Luborsky,
McLellan, Woody, & O’Brien, 1985). Indeed, therapy outcome research has shown that
this is one of the most robust curative factors (Orlinsky, Ronnestad, & Willutzki, 2004;
Wampold, 2001). However, with this also comes the assumption, without much empirical
evidence, that strong therapeutic relationships between clients and therapists are best
built while discussing specific varieties of troubles, such as repressed emotions and mem-
ories, irrational and faulty thinking patterns or unhealthy relationships. So, in therapy,
the therapist and client talk about occasions when parents ignored the client’s needs, not
when they fulfilled them; the therapist explores interpersonal conflicts, not the adaptive
compromises that resolved them. Therapists discuss with clients the transgressions of oth-
ers, not the occasions when clients were forgiven; therapists elicit the selfishness of oth-
ers, not their or the clients’ compassion. Clients are encouraged to discuss the times when
they were insulted, not when they were admired, appreciated, and complimented. In PPT,
however, we think that it is not an absolute sine qua non that only discussion of troubles
builds a strong therapeutic relationship and leads to a cure. Of course, warmth and
unconditional regard and emphatic listening to troubles builds a powerful therapeutic
bond, but discussing deeply felt positive emotions, experiences that demonstrate charac-
ter strengths, happy memories, and accounts of meaningful pursuits can do the same.
Exploring the strengths that clients use to effectively deal with troubles leads to a very
different discussion than pathology-oriented inquiry: “What weaknesses have led to your
troubles?” However, the discussion of psychological pain and distress is not discouraged
or undermined. Rather, such an expression is encouraged but is not necessarily elaborated
needlessly. The client’s attention is gently drawn to the discussion of positives. Acknowl-
edging that positives may not be readily available or accessible to the consciousness and
memory of troubled clients, we encourage clients, through systematic exercises, to recol-
lect positive experiences. We believe that such a process will establish rapport from which
a strong therapeutic relationship will naturally flow. Moreover, we hope that with this
approach, the therapist no longer remains an authority figure with expertise in diagnos-
ing the ills of clients, but becomes a witness of the clients’ deepest and most authentic
psychological assets.

Furthermore, curing mental illness purely through talk therapy and emotional venti-
lation seems to be a Western notion. Westerners tend to apply formal logic while reason-
ing about their emotional states. They prefer to verbalize their reasoning, to categorize
things and experiences, and are likely to overlook the influence of context on their behav-
ior. In contrast, Easterners are willing to entertain apparently contradictory propositions,
reflect more, and are better able to see relationships between events (Nisbett, 2003). Talk
therapy is an extension of the Western intellectual heritage of discussion and dialogue,
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whereas contemplation, reflection, and meditation are Eastern mechanisms used in deal-
ing with problems. The habit of categorizing and judging experiences locks us into
mechanical reactions, argues Jon Kabat-Zinn (1991). Clients seek therapy because nega-
tive feelings and thoughts are painful for them, and they find themselves reacting in ways
that have maintained this pain. But if therapy becomes only an exercise of discussing
these maintaining factors in minute detail, tracing the origin of childhood resentments or
monitoring every distorted thought, the benefits of therapy may be compromised. In
addition, locating the cause of resentments in unsupportive parents and significant oth-
ers, or attributing problems to the environment, may be counterproductive for some cli-
ents, who may come out of therapy believing, “It was not my fault anyway.” It is an
interesting paradox in much of Western therapy that the therapist is expected to give
complete attention and unconditional positive regard to the client, but the client is
expected to be more self-indulgent (Rogers, 1951). Eastern therapeutic traditions, instead
of talking about troubles, suggest that healing begins by paying attention to what the
mind is doing, how incessant negative thoughts and feelings drain mental energy. Rather
than talking about troubles, a method of inquiry—not used much in Western therapies—
meditation, is offered. Meditation does not necessarily change the contents of thoughts
and feelings; rather, it increases the client’s awareness of his or her relationship to
thoughts and feelings. Its goal is for the client to become more aware of thoughts and
feelings and to learn to relate to them from a wider, decentered perspective as “mental
events” rather than aspects of the self or as necessarily accurate reflections of reality
(Teasdale et al., 2000; Wallace & Shapiro, 2006). Similarly, we contend that the focus of
therapy should not be limited to discussing negative feelings and thoughts, but should
also direct the client’s attention to positive feelings, thoughts, and experiences. For exam-
ple, deep reflection on a positive experience that initially received insufficient apprecia-
tion, followed by a discussion with the therapist, can uplift a client’s depressed mood.
Similarly, recalling actions that brought joy, contentment, and satisfaction can undo neg-
ative feelings. Rewriting bad events through forgiveness can loosen the hold of anger and
resentment. Therefore, talking about troubles and ventilation of anger may not be the
only vehicles of cure, and we should be open to complementary possibilities such as the
exploration of positive experiences in therapy. We now turn to explaining PPT, its con-
tent, and process.

THEORETICAL BACKGROUND OF PPT

Positive psychology, from which PPT evolved, is the scientific study of positive emotions,
positive individual traits, and the institutions that facilitate their development. Its aim is
to catalyze a change in the focus of psychology, from preoccupation only with repairing
the worst things in life to also building positive qualities (Seligman & Csikszentmihalyi,
2000). PPT is positive psychology’s therapeutic effort to broaden the scope of psychother-
apy from the alleviation of suffering to systematically enhancing happiness. PPT views
even the most distressed clients as more than the sum of damaged drives, childhood con-
flicts, dysfunctional habits, and dysregulated brains. It asks for a more serious consider-
ation of these clients’ intact faculties, ambitions, positive life experiences, and strengths of
character and how these can be marshaled to treat and buffer against disorders. Our cen-
tral hypothesis in PPT is that building positive emotions, building strengths, and finding
meaning are efficacious in treating psychopathology. As noted previously, it is “building
what’s strong” by supplementing “fix what’s wrong” (Duckworth et al., 2005). Positive
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emotions, strengths, and meaning serve us best not when life is easy, but when life is diffi-
cult. For example, when one is depressed, having and using such strengths as perspective,
integrity, fairness, and loyalty may become more urgent than in good times, may shore up
and enable positive institutions like strong family, peers, and social support to assume an
added and immediate importance, and may cultivate positive emotions to counteract the
negative emotions of depression. Therefore, through PPT, positive psychology may offer
one of the best ways to treat and prevent psychopathologies including depression.

PPT is based primarily on Seligman’s (2002) idea that the vague and fuzzy notion of
“happiness” can be decomposed into three more scientifically measurable and manage-
able components: positive emotion (the pleasant life), engagement (the engaged life), and
meaning (the meaningful life). Each exercise in PPT is designed to further one or more of
these (see Table 11.1 for idealized session planning).

The Pleasant Life

The pleasant life successfully pursues positive emotions about the present, past, and
future. The positive emotions about the past are satisfaction, contentment, and serenity.
Optimism, hope, trust, faith, and confidence are future-oriented positive emotions. Posi-
tive emotions about the present are divided into two crucially different categories: plea-
sures and gratifications. Pleasures include bodily pleasures and higher pleasures. The
bodily pleasures are momentary positive emotions that come through the senses: deli-
cious tastes and smells, sexual feelings, moving your body well, delightful sights and
sounds. The higher pleasures are also momentary, set off by events more complicated and
more learned than sensory ones, and they are defined by the feelings they bring about:
ecstasy, rapture, thrill, bliss, gladness, mirth, glee, fun, ebullience, comfort, amusement,
relaxation, and the like. These are rock bottom subjective feelings. The final judge is
“whoever lives inside a person’s skin.” Gratifications make up the other category of posi-
tive emotions about the present. Unlike pleasures, they are not feelings but activities one
likes to engage in, such as reading, rock climbing, dancing, good conversation, baseball,
and playing chess.

Positive emotions change people’s mindsets, widening the scope of their attention
(Fredrickson & Branigan, 2005; Chesney, Darbes, Hoerster, Taylor, & Chamber, 2005)
and increasing intuition (Bolte, Goschke, & Kuhl, 2003). Positive emotions speed recov-
ery from the cardiovascular aftereffects of negative effects (Fredrickson, Mancuso,
Branigan, & Tugade, 2000), alter frontal brain asymmetry, and improve the immune sys-
tem (Davidson et al., 2003). Similarly, Danner et al. (2001) found that positive emotions
expressed at age 22 by women entering a Catholic convent predicted their longevity at
age 75. Nuns with high levels of positive emotions in young adulthood lived, on average,
more than 9 years longer than those with low levels of positive emotions in young adult-
hood. In general, positive states are linked closely with physical health (see, e.g., Ostir et
al., 2000; also see Fredrickson, 1998, and Fredrickson & Losada, 2005, for a review).

The cognitive literature on depression documents a downward spiral in which
depressed mood and narrowing thinking interact with each other, leading to a worsening
of the clinical symptoms of depression (Beck, Rush, Shaw, & Emery, 1979; Peterson &
Seligman, 1984). Conversely, Fredrickson’s (2001) broaden-and-build model shows that
positive emotions broaden the thought–action repertoire, leading individuals to increased
well-being, which in turn builds their social and psychological resources, and in doing so
increases their life satisfaction. Positive emotions likely serve as a buffer against depres-
sion and many other psychological problems. Tugade and Fredrickson (2004) have also
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TABLE 11.1. Idealized Session-by-Session Description of Positive Psychotherapy

Session
and theme Description

1:
Orientation

Lack of positive resources maintains depression
The role played by absence or lack of positive emotions, character strengths, and
meaning in maintaining depression and an empty life is discussed. The framework of
PPT, therapist’s role, and client’s responsibilities are discussed.
HW: Client writes a one-page (roughly 300-word) positive introduction, in which a
concrete story illustrating his or her character strengths is narrated.

2:
Engagement

Identifying signature strengths
Signature strengths in the positive introduction are identified, and situations are
discussed in which these signature strengths have helped previously. Three pathways to
happiness (pleasure, engagement, and meaning) are discussed in light of PPTI results.
HW: Client completes VIA-IS questionnaire online, which identifies his or her
signature strengths.

3:
Engagement/
pleasure

Cultivation of signature strengths and positive emotions
Deployment of signature strengths is discussed. Client is coached to formulate specific,
concrete, and achievable behaviors regarding cultivation of signature strengths. The
role of positive emotion in well-being is discussed.
HW (ongoing): Client starts a blessings journal in which three good things (big or
small) that happened during the day are written.

4: Pleasure Good versus bad memories
The roles of good and bad memories are discussed in terms of maintenance of
symptoms of depression. Client is encouraged to express feelings of anger and
bitterness. Effects of holding onto anger and bitterness on depression and well-being
are discussed.
HW: Client writes three bad memories, anger associated with them, and their impact
in maintaining depression.

5: Pleasure/
engagement

Forgiveness
Forgiveness is introduced as a powerful tool that can transform anger and bitterness
into feelings of neutrality or even, for some, into positive emotions.
HW: Client writes a Forgiveness Letter describing a transgression and related emotions
and pledges to forgive the transgressor (if appropriate), but may not deliver the letter.

6: Pleasure/
engagement

Gratitude
Gratitude is discussed as enduring thankfulness, and the roles of good and bad
memories are highlighted again with emphasis on gratitude.
HW: Client writes and presents a letter of gratitude to someone he or she has never
properly thanked.

7: Pleasure/
engagement

Midtherapy check
Both forgiveness and gratitude homework are followed up. These assignments typically
take more than 1 week. The importance of cultivating positive emotions is discussed.
Client is encouraged to bring and discuss the effects of blessing journal. Goals
regarding using signature strengths are reviewed. The process and progress are
discussed in detail. Client’s feedback on therapeutic gains is elicited and discussed.

8: Meaning/
engagement

Satisficing instead of maximizing
Satisficing (good enough; Schwartz, Monterosso, Lyubomirsky, White, & Lehman,
2002), instead of maximizing in the context of the hedonic treadmill is discussed.
Satisficing through engagement is encouraged instead of maximizing.
HW: Client writes ways to increase satisficing and devises a personal satisficing plan.

(continued)



shown empirically that resilient people use positive emotions to rebound from, and find
positive meaning in, stressful encounters. Research has shown that gratitude and forgive-
ness exercises enhance positive memories and positive emotions (see, e.g., Seligman,
Steen, Park, & Peterson, 2005; Lyubomirsky, Sheldon, & Schkade, 2005; Burton & King,
2004; Emmons & McCullough, 2003; McCullough, 2000). We believe that lack of posi-
tive emotion and pleasure is not just a symptom of psychopathology, especially depres-
sion, but may partly be the cause of depression. Therefore, enhancing the pleasant life can
be a goal of psychotherapy for depression, and it should be appealing for patients in a
way that exploring the details of childhood traumas, arguing against catastrophic
cognitions, or taking medication with potential adverse side-effects, are not.
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TABLE 11.1. (continued)

Session
and theme Description

9: Pleasure Optimism and hope
Client is guided to think of times when he or she lost out at something important,
when a big plan collapsed, when he or she was rejected by someone. Then client is
asked to consider that when one door closes, another one almost always opens.
HW: Client identifies three doors that closed and three doors that then opened.

10:
Engagement/
meaning

Love and attachment
Active–constructive responding (Gable et al., 2004) is discussed. Client is invited to
recognize signature strengths of significant other.
HW1 (ongoing): Active–constructive feedback: Client is coached on how to respond
actively and constructively to positive events reported by others.
HW2: Client arranges a date that celebrates his or her signature strengths and those of
her or his significant other.

11: Meaning Family tree of strengths
Significance of recognizing the signature strengths of family members is discussed.
HW: Client asks family members to take VIA-IS online and then draws a tree that
includes signature strengths of all members of the family, including children. A family
gathering is to be arranged to discuss everyone’s signature strengths.

12: Pleasure Savoring
Savoring is introduced as awareness of pleasure and a deliberate attempt to make it
last. The hedonic treadmill is reiterated as a possible threat to savoring, along with
discussion on how to safeguard against it.
HW: Client plans pleasurable activities and carries them out as planned. Specific
savoring techniques are provided.

13: Meaning Gift of time
Ways of using signature strengths to offer the gift of time in serving something much
larger than the self are discussed.
HW: Client is to give gift of time by doing something that requires a fair amount of
time and whose creation calls on signature strengths, such as mentoring a child or
doing community service.

14:
Integration

The full life
The concept of the full life, which integrates pleasure, engagement, and meaning, is
discussed. Client completes PPTI and other measures before the final session.
Therapeutic progress, gains, and maintenance are discussed.

Note. HW, homework.



The Engaged Life

The second “happy” life in Seligman’s theory is the engaged life, a life that pur-
sues engagement, involvement and absorption in work, intimate relations, and leisure
(Csikszentmihalyi, 1990). Engagement is synonymous with Csikszentmihalyi’s flow, a
psychological state that accompanies highly engaging activities. Time passes quickly.
Attention is completely focused on the activity. Total absorption is experienced; even the
sense of self is lost (Moneta & Csikszentmihalyi, 1996). PPT posits that not only does
depression correlate with lack of engagement in the main areas of life, but that lack of
engagement may cause depression. We think engagement is an important antidote to
boredom, anxiety, and depression. Anhedonia, apathy, boredom, and restlessness—
hallmarks of many psychological disorders—are largely functions of how attention is
structured at a given time. When we are sad or bored, the low level of challenge relative
to our skills allows attention to drift. When we are anxious, challenge is perceived to
exceed our capacities. Negative states characterized by disruption of attention, disengage-
ment, mood instability and inability to concentrate, which are typical features of several
psychological disorders, can be effectively dealt with by cultivation of engagement that
entails meaningful life challenges.

Seligman (2002) proposed that one way to enhance engagement is to identify peo-
ples’ salient character strengths and then help them to find opportunities to use these
strengths more. He calls the highest strengths signature strengths. PPT contends that
every client possesses several signature strengths. These are strengths of character that a
client self-consciously owns and celebrates, of which he or she feels a sense of ownership
and authenticity (“This is the real me”); the client feels excited while displaying these sig-
nature strengths, learns quickly as they are practiced, and continues to learn, feels more
invigorated than exhausted when using them, and creates and pursues projects that
revolve around them. PPT creates engagement by utilizing a client’s signature strengths;
therefore, we think that there is less likelihood that that a client will take such an exercise
as just another have-to-do task.

Traditional therapy often focuses on conflict, with the assumption that once conflict
has been worked through, happiness will take care of itself. The PPT approach is differ-
ent; by utilizing signature strengths, it allows therapy to be an opportunity of growth
based on a person’s deepest psychological resources (signature strengths), with the
assumption that when such growth occurs, happiness will take care of itself. Therapeutic
interventions have been designed to transform daily negative experiences into more posi-
tive ones by increasing engagement (Massimini & Delle Fave, 2000; (Nakamura &
Csikszentmihalyi, 2002). Moreover, these interventions have also been applied success-
fully in diverse cultural settings, including Nicaragua and Northern Somalia (Inghilleri,
1999). Adolescents who have more engagement and flow often develop more productive
habits. They are happier and optimistic, have higher self-esteem, study more, are involved
in active leisure more often, and spend more time with friends, irrespective of their
income, their parents’ education, or social status (Csikszentmihalyi, 2003).

PPT promotes the engaged life by encouraging clients to undertake intentional activi-
ties that use their signature strengths. Unlike activities that are short-cuts and rely on
modern gadgets, these activities require a relatively substantial investment of time, such
as rock climbing, chess, basketball, viewing works of art, composing music, reading,
writing poetry or fiction, spiritual activities, social interactions, baking, playing with a
child, making a slam dunk, dancing, helping others, and so forth. As compared with sen-
sory pleasures that fade quickly, these activities last longer, involve quite a lot of thinking
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and interpretation, and do not cause habituation easily. These activities are essentially
signature strengths in action. Consider this thought experiment by Robert Nozick (1997):
If our brains were hooked to a machine that could give any kind of pleasure we desire,
most of us would find this idea quite unattractive. The reason is that, in pursuing plea-
sure, we want to do certain things and be certain sorts of individuals. The goal here is to
optimally use signature strengths to create engagement and happiness. Clients are
coached to realize that happiness does not simply happen. It is something that they make
happen, particularly when they are at their best, celebrating their signature strengths to
feel authentic, fulfilled, and happy.

A key characteristic of engagement and flow is interactionism (Magnusson &
Stattin, 1998). Rather than focusing on the self alone, which is often an accompanying
feature of many psychological problems, engagement tends to involve the client in a
dynamic system composed of the individual and the environment. Rock climbers, sur-
geons, writers, composers, and team sports players routinely find themselves deeply
engaged. Moreover, a client can find engagement in virtually any interaction, even in the
most trivial, depending on the strengths and skills that are brought to it and the challenge
that can be identified in it (Csikszentmihalyi, 1996). Any activity that taps the client’s sig-
nature strengths can be engaging. For example, a client with the signature strength of cre-
ativity may be encouraged to take a pottery, photography, sculpture, or painting class, or
someone with the signature strength of curiosity may be encouraged to make a list of
things he or she would like to know, identify ways to get such information, and meet
someone who has successfully marshaled his or her curiosity to create engagement.

The following illustrations provided by Csikszentmihalyi (2003) give a flavor of
these engagement-building activities.

• A lyrical description by a young man:

The mystique of rock climbing is climbing; you get to the top of a rock glad it’s over
really wish it would go forever. The justification of climbing is climbing, like the justi-
fication of writing is writing . . . the act of writing justifies poetry. Climbing is the
same: recognizing that you are in flow. The purpose of flow is to keep on flowing, not
looking for a peak or utopia but staying in the flow. It is not a moving up but a contin-
uous flowing; you move up only to keep the flow going. (p. 58)

• A 76-year-old woman who still farms in the Italian Alps describes her engagement
and flow:

It gives me a great satisfaction, to be outdoors, to talk with people, to be with my ani-
mals. . . . I talk to everybody—plants, birds, flowers, and animals. Everything in
nature keeps you company, you see nature progress each day. You feel clean and
happy. (p. 40)

• An African American teenager from the inner city who plays basketball reports:

When the game is exciting, I don’t seem to hear anything—the world seems to cut off
from me and all there is [is] to think about my game. (p. 49)

When individuals are fully engaged, subjective states provide satisfaction and the
motivation to continue. Despite distraction, they continuously adjust the ongoing rela-
tionship with the environment to find the optimal balance. Intrinsically rewarding and
motivating engaging activities encourage clients to reproduce engagement. Thus, engage-
ment can replace brooding and rumination. As people master challenges in an activity,
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they usually develop greater skills in using their signature strengths, and the activity may
cease to be as involving as before. When such roadblocks occur, the therapist can help a
client to identify increasingly complex challenges. As the process continues, the client
realizes his or her full potential and sees that he or she is capable of creating his or her
own happiness. The therapist can then discuss long-term engagement goals with the cli-
ent. If the client reports that the present engagement is rewarding, then measures to main-
tain it are discussed. If it is less rewarding, as it may be in many cases, the deployment of
other signature strengths or trying new pursuits is encouraged, because chance encoun-
ters may expose the client to new experiences. Thus, the whole process of using signature
strengths to create engagement facilitates a client’s growth and fulfillment.

The Meaningful Life

The third “happy” life in Seligman’s theory is the pursuit of meaning. This consists of
using one’s signature strengths to belong to and to serve something that one believes is
bigger than the self. Viktor Frankl (1963), a pioneer in the study of meaning, emphasized
that happiness cannot be attainted by wanting to be happy—it must come as the unin-
tended consequence of working for a goal greater than oneself. We want to make for our-
selves a life that matters to the world and makes a difference for the better. People who
successfully pursue activities that connect them to such larger matters achieve what we
call the “meaningful life.” There are a number of ways to achieve a meaningful life, such
as those involving close interpersonal relationships, generativity, social activism or ser-
vice, careers experienced as callings, and spirituality (see, e.g., Diener & Seligman, 2004;
Larson, 2000; Pargament & Mahoney, 2002; Peterson & Stewart, 1993; Wrzesniewski,
McCauley, Rozin, & Schwartz, 1997; McAdams, Diamond, de St. Aubin, & Mansfield,
1997). A necessary condition for meaning is an attachment and connection to something
larger than oneself. Institutions such as a church, synagogue, mosque, or temple, a pro-
fessional or leisure club, a nonprofit organization, or an environmental or humanitarian
group offer opportunities to connect with something larger. Regardless of the particular
way in which a person establishes a meaningful life, doing so produces a sense of satisfac-
tion and the belief that he or she has lived well (Lyubomirsky, King, & Diener, 2005;
Ackerman, Zuroff, & Mosokowitz, 2000; Debats, 1996; Myers, 1992). Lack of meaning,
however, is linked with physical and psychological problems. Over the last 20 years more
than a dozen large studies in the United States, Europe, and Japan have shown that peo-
ple who are socially disconnected are two to five times more likely to die from all causes,
as compared with matched individuals who have close ties to family, friends, and commu-
nity (Berkman & Kawachi, 2000). Low levels of social support directly predict depres-
sion, even controlling for other risk factors (Sherbourne, Hays, & Wells, 1995), whereas
social connections inhibit depression. Americans, like most Westerners, are preeminent
individualists. Individualism, in terms of uniqueness and control, may be good, but we
need balance between individuality and social identity, between personal control and
community, between attachment and independence, as Seligman (1991) has noted that
individualism need not lead to depression as long as we can fall back on larger institu-
tions such as religion, country, and family. When you fail to reach some of your personal
goals, as we all must, you can turn to these larger institutions for hope. However, for
those standing alone without the buffer of larger beliefs, helplessness and failure can eas-
ily become hopelessness and despair. Individuals who are depressed because of cognitive
distortions feel isolated, empty, bored, and hollow. A meta-analysis on the efficacy of
volunteerism showed that volunteers, on average, are twice as likely to feel happy with
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themselves as nonvolunteers. Moreover, it showed that volunteering contributed to hap-
piness by decreasing boredom and creating an increased sense of purpose in life (Cris-
Houran, 1996). Life satisfaction was found to improve altruistic activities by 24% (Wil-
liam, Haber, & Freeman, 1998). PPT suggests that lack of meaning is not just a symptom,
but a cause of depression and a number of other psychological disorders, and it follows
that interventions that build meaning can relieve depression and host of other psychologi-
cal problems. Through building the meaningful life, PPT helps clients to forge connec-
tions beyond themselves with others and communal institutions to deal with psychologi-
cal problems.

The Full Life

The full life consists of experiencing positive emotions in the past, present, and future,
savoring the positive feelings that come from pleasures, deriving abundant gratification
through engagement, and creating meaning in life in the service of something larger than
the self. We do not believe that the three “lives” noted above are either exclusive or
exhaustive. Most engagement experiences have the potential for meaningfulness. Simi-
larly, activities that produce gratification require considerable thinking and action and
could become passion. A passion is usually sufficiently intense to engage an individual.
Similarly, when an individual establishes and sustains engagement, the activity often
evolves into a meaningful endeavor. The long-term careers of artists and scientists illus-
trate a sense of meaning emerging from an extended relationship with an activity that
uses their highest abilities. Wrzesniewski and colleagues’ (1997) study of people’s rela-
tionship to their work provides an example of pleasure, engagement, and meaning found
at work, which then translates into a career and, for some, into a calling. Individuals who
view their work as a calling report both high work satisfaction and higher life satisfac-
tion, in general, than those who view their work as a job or career. Similarly, Easterbrook
(2004) has observed:

that society is undergoing a fundamental shift from “material want” to “meaning want,” with
[an] ever larger number of people reasonably secure in terms of living standards, but feeling
they lack significance in their lives. A transition from “material want” to “meaning want” is
not a prediction that men and women will cease being materialistic; no social indicator points
to such a possibility. It is a prediction that ever more millions will expect both pleasant living
standards and a broad sense their lives possess purpose. (p. xix)

In short, a full life, we believe, entails pleasure, engagement, and meaning, through
separate activities or through a single activity. In contrast, an empty life which lacks these
elements, partly causes psychological problems.

VALIDATION STUDIES
RCT Pilot 1: Individual PPT with Unipolar Depressed Patients
(Seligman, Rashid, & Parks, 2006)

Our individual PPT pilot was conducted at the Counseling and Psychological Services
(CAPS), University of Pennsylvania, with clients diagnosed with major depressive disor-
der (MDD) and randomly assigned to PPT (n = 11), treatment as usual (TAU; n = 9) and
TAU plus antidepressant medication (TAUMED; n = 12). PPT took place for up to 14 ses-
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sions over, at most, 12 weeks and was conducted by Rashid, who has a doctorate in clini-
cal psychology. A manualized protocol (Rashid & Seligman, in press; see Table 11.1 for
the session-by-session structure) was followed. TAU consisted of an integrative and eclec-
tic approach administered by five doctoral-level licensed psychologists, two licensed
social workers, and two graduate-level interns. Results indicated that on self-report mea-
sures, the Zung Self-Rating Scale (ZSRS; Zung, 1965) and the Outcome questionnaire
(OQ; Lambert et al., 1996), PPT significantly exceeded TAUMED, with large effect sizes
(d = 1.22 and 1.13, respectively). On clinician-rated measures, the Hamilton Rating Scale
for Depression (HAM-D; Hamilton, 1960) and DSM-IV’s Global Assessment of Func-
tioning (GAF), rated by an independent clinician who was blind to treatment condition,
PPT did significantly better than TAU, with large effect sizes (d = 1.41 and 1.16, respec-
tively) as well. On well-being measures, the three groups did not differ significantly on
the Satisfaction with Life scale, but PPT differed significantly from both TAU and
TAUMED on our measure of happiness, the Positive Psychotherapy Inventory (PPTI), a
21-item PPT outcome measure we created and validated (Rashid, 2005), with large effect
sizes (d = 1.26 and 1.03). Based on the fourfold remission criteria, seven of eleven clients
(64%) in PPT, one of nine (11%) in TAU, and one of twelve (8%) in TAUMED remitted
by the end of treatment (χ2(2, n = 32) = 10.48, p < .005).

RCT Pilot 2: Group PPT with Mild to Moderately Depressed Individuals
(Seligman et al., 2006)

The participants in group PPT were 40 students at the University of Pennsylvania, ran-
domly assigned to either group PPT (n = 19) or a no-treatment control group (n = 21).
Outcome measures were the Beck Depression Inventory (BDI; Beck & Steer, 1992) and
the Satisfaction with Life Scale (SWLS; Diener et al., 1985). Group PPT was conducted in
two groups of eight to eleven participants, one led by a graduate student and the other by
the Rashid, both trained extensively in PPT. In this trial, six PPT exercises were used,
including Positive Introduction, Using Your Strengths, Three Good Things, Obituary/
Biography, Active/Constructive Responding, and Savoring. Results indicate that partici-
pants who received group PPT experienced significant increases in life satisfaction (d =
0.30) and decreases in depressive symptoms over the course of the intervention (d =
0.48), and that these changes were maintained through a 1-year follow-up.

RCT Pilot 3: Group PPT with Middle School Students
(Rashid, Anjum, & Lennox, 2006)

Our third randomized control pilot was with middle school students who were offered a
group version of PPT. Group PPT included the following exercises: Positive Introduction,
Using Signature Strengths, Three Blessings, Savoring, and Family Tree of Strengths. PPT
was an 8-week, 1½ hour per week intervention administered in a group format, led by
Rashid and Anjum. After the first orientation session, the children completed online the
Values in Action Inventory of Strengths (VIA-IS) in a group format. Each was then asked
to imagine him- or herself to be a better person at the end of the intervention by under-
taking a signature strength project. In the following three sessions, the children were
extensively coached about ways of using their signature strengths to devise a practical
behavioral project. Legends, real-life narratives, and popular films such as Pay It For-
ward, Billy Elliot, Forest Gump, Life Is Beautiful, and My Left Foot illustrated the use of
strengths. The 22 participants were students at the Westwood Middle School in Toronto,
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Ontario, randomly assigned to an intervention group (n = 11) or a control group (n =
11). The mean age of participants was 11.77 years (SD = 0.69); 45% were Canadians,
and 42% were females. We used three outcome measures. Depression was assessed by the
Children’s Depression Inventory (CDI; Helsel & Matson, 1984), happiness and well-
being were assessed by a 7-item self-report Student’s Life Satisfaction Scale (SLSS;
Huebner, 1991) and an 18-item Positive Psychotherapy Inventory—Children’s Version
(PPTI; Rashid et al., 2006, Appendix 11.1). Results indicated that the two groups did not
differ on a symptomatic measure (CDI). This was expected because pretest scores were in
the nondepressive range. However, the two groups differed significantly on PPTI, but not
on SLSS, with the intervention group demonstrating a significant increase, with a large
effect size (d = 0.90). This is consistent with the results of the individualized PPT pilot.
Both groups also differed significantly on weekly behavioral ratings completed the teach-
ers. Our sample included a pair of identical twins, one randomly assigned to the interven-
tion group, the other to the control group. Both scored similarly in the moderate depres-
sive range on preintervention depressive symptoms. Although the postintervention score
of the student in the intervention group dropped by 10 points, the score of the student in
the control group increased by 2 points. Overall, group PPT worked well, as compared
with the control. A substantial change in happiness was also noted.

RCT Pilot 4: Web-Based PPT (Seligman et al., 2005)

This RCT was completed before the individual and group PPT pilots. It addressed the
issue of inexpensive dissemination of PPT, as well as the efficacy of the PPT exercises
over the Internet, with no “human hands.” This study was conducted via the Internet.
Over the course of approximately 1 month, 577 adult participants were recruited,
including 236 (41%) males. Participants did individual PPT exercises such as Three
Good Things, Knowing Character Strengths, Using Character Strengths, and Gratitude
Visit. The placebo group wrote childhood memories. Using character strengths and the
Three Good Things exercise decreased depressive symptoms over 3–6 months, with
effect sizes (Cohen’s d) of 0.32 and 0.43, respectively. These two exercises also
increased and sustained the level of happiness through 6 months, with an effect size of
0 .32 for Three Good Things and 0.40 for Using Character Strengths. The Gratitude
Visit, a third effective exercise, produced strong but short-term effects on depression
and happiness. Other exercises (including the control exercise) created short-term
effects in decreasing depressive symptoms and increasing happiness, but these effects
were fleeting. Not surprisingly, we found that the degree to which participants actively
continued their assigned exercise beyond the prescribed 1-week period mediated the
lasting benefits.

PPT Exercises with Mental Health Professionals and College Students
(Seligman, 2004)

Positive psychology exercises, from which PPT eventually was designed, were developed
and piloted in non-clinical samples as well. This effort involved hundreds of participants,
including undergraduates and depressed patients. One salient exercise was that in which
Seligman trained more than 500 mental health professionals (clinical psychologists, life
coaches, social workers, industrial and organizational psychologists, etc.) in four 48-
hour, 6-month telephone and virtual courses. Each week the professionals were assigned
one of the PPT exercises to carry out with their clients. A small portion of these profes-
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sionals participated in an outcome study on exercises, which eventually formed PPT. As
compared with a matched control group (n = 83), those who completed the course (n =
102), scored significantly low on a depression measure (d = 0.31) and significantly high
on life satisfaction (d = 0.33). Depression was measured by the CES-D (Radloff, 1977)
and life satisfaction by SWLS (Diener et al., 1985). In another study (Rashid, 2004) 24
character strengths classified by Peterson and Seligman (2004) were explicitly targeted
through a positive psychology course. Intervention included readings, watching assigned
films on character strengths, writing reaction papers weekly, classroom discussions and
out-of-class exercises. Results indicated that the intervention group (n = 35), as compared
with the control group (n = 30), demonstrated significant increases in character strengths
with medium effect size (d = 0.37). In addition, significant pre- to postinterven-
tion changes were found in vitality, social intelligence, humor and playfulness, open-
mindedness, bravery, hope, and fairness. Similarly, Peterson and Seligman (2004) have
found that college students (n = 20) enrolled in an undergraduate course at the University
of Pennsylvania showed reliable increases in the strengths of love, prudence, gratitude,
perspective, and spirituality. All of these strengths were targeted in classroom discussion
and out-of-class exercises.

Summary of Preliminary Studies

In summarizing these studies, we found that individual PPT with severely depressed cli-
ents led to more symptomatic improvement and to more remission from depressive disor-
ders than TAU and TAUMED. It also enhanced happiness. Group PPT given to mild to
moderately depressed college students led to significantly greater symptom reduction and
greater increases in life satisfaction than shown in the no-treatment control group. This
improvement, moreover, lasted for at least 1 year after treatment. Group PPT with mid-
dle school children increased their well-being, with a large effect size. Web-based study
and studies with mental health professionals and students, which initially validated indi-
vidual PPT exercises, yielded reliable changes in strengths and well-being, with medium
effect sizes.

HOW PPT WORKS?

Table 11.1 presents an idealized session-by-session description of PPT. Consistent with
the theory described above, themes of pleasure, engagement, and meaning are integrated
throughout the course of therapy. PPT, right from the outset, encourages clients to
explore their strengths—in comparison with their weaknesses. It builds a congenial and
positive relationship by asking clients to introduce themselves through real-life stories
that show them at their best. This is followed by clients identifying their signature
strengths and the therapist coaching them to find practical ways of using them more often
in work, love, play, friendship, and parenting. The clients set goals for using and enhanc-
ing their signature strengths through real-life exercises. A substantial amount of time is
spent in coaching clients to re-educate their memory and attention to what is good in
their lives, with the goal of providing them a more balanced context in which to place
their problems. Although some problem solving and discussion of troubles does occur in
PPT, the goal is to keep the positive aspects of the clients’ lives at the forefront of their
minds, to teach behaviors that bring positive feedback from others, and to strengthen
already existing positive aspects, rather than teaching the reinterpretation of negative
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aspects. When clients report negative emotions or troubles, however, they are em-
pathically attended to. This balanced process enables the therapist to become a witness to
the client’s deepest positive characteristics rather than just an authority figure who high-
lights faulty thinking, negative emotions, and maladjusted relationships. Usually, there
are already plenty of such critical individuals in a client’s life, and this can be the very rea-
son the client seeks therapy. We advocate that PPT be custom-tailored to meet clients’
immediate clinical needs (e.g., addressing conflict with significant others, romantic
breakup, or career-related issues), and the order of the exercises can be varied according
to each client’s circumstances and the feasibility of completing the exercises. Likewise,
homework assignments are selected from the pool of potential exercises presented in
Table 11.1 and the exercises that are tailored to the individual clients.

PPT Is Not Mere Positives

PPT is not just about positives, although it is understandable that the name may imply
that to some. Nor do we assume that other psychotherapies are negative. It is utopian to
conceive of a life without negative experiences. Therefore, PPT does not deny distressing,
unpleasant, and negative states and experiences, nor is its aim to help clients see the
world with wishful thinking and rose-colored glasses. It fully validates clients’ negative
experiences originating from physical disorders and psychopathologies, dysfunctional
families, or ineffective social institutions (Gable & Haidt, 2005). PPT is a systematic ther-
apeutic effort to treat symptoms by explicitly building positive emotions, character
strengths, and meaning. In doing so, it fully appreciates that human strengths cannot be
fully understood without comprehending human weaknesses. We believe that a viable
way of undoing negative states is to accentuate positive states and traits. Folkman and
Moskowitz (2000) have shown that positive reappraisal (focusing on the good in what is
happening or what has happened) and creating positive events can help in dealing with
negative emotions and experiences. Indeed, looking for the bright side of negative experi-
ences enhances adjustment (Affleck & Tennen, 1996).

PPT also draws heavily on clients’ signature strengths and suggests undertaking
endeavors that best use these strengths. However, even in utilizing signature strengths, cli-
ents are coached on the use of practical wisdom, as suggested by Schwartz and Sharpe
(2006). Specifically, clients are taught about three issues: first, relevance (does a particu-
lar situation requires a signature strength or some other strength?); second, conflict
(should one be honest or kind?) and specificity (translating signature strengths into con-
crete actions, as real-life situations rarely come labeled with the need to exercise a partic-
ular signature strength).

Although it seems counterintuitive to believe that clients can experience positive
emotions in the midst of significant acute or chronic pain, in a review on this topic,
Calhoun and Tedeschi (1998) highlighted the fact that there are positive aspects to stress
(such as growth and personal transformation, which have been reported) that can no lon-
ger be ignored. Furthermore, instructing people to find the positives in traumatic life
events can lead to health benefits as well as growth (King & Miner, 2000). Therefore, the
role of the therapist in PPT is also to help the client to turn adversity to advantage, keep-
ing the client attuned to positives and leading him or her, through systematic and sus-
tained efforts, to create positive experiences. Amid the warmth, understanding, and
goodwill created in the therapeutic milieu, the PPT therapist aids the client in learning
ways to encounter negative states and traits by keeping genuine positives in the fore-
ground. The PPT therapist works diligently and deeply to articulate the genuine and
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authentic positives of the client. He or she does not create an epitome of happiness or a
caricature of positive thinking, like Dr. Pangloss and Pollyanna. Nor does the therapist
minimize or mask as positives the negative events and experiences of life, such as abuse,
neglect, and threats to the safety of the client and others. Therefore, such issues are dealt
with within the standard clinical protocols.

Negatives Are Never Dismissed

Because clients have long been socialized to believe that therapy entails talking about
troubles, any perceived failure to take their troubles seriously violates their expectations
and can undermine good rapport. Therefore, PPT adopts a flexible approach. Although
the focus is on helping clients explore their positives, it is inevitable that a client will dis-
cuss, or in some cases, display negative emotions and experiences. In PPT, an expression
of negative emotions is never dismissed, nor are such emotions superficially replaced with
positive ones. Rather, the aim is to explore the role of negative emotions. One PPT exer-
cise explicitly asks clients to write down their bad and bitter memories or resentments
and then discuss in therapy the effects of holding onto them. This allows the easing of
cognitive and emotional constrictions associated with such memories. Moreover, in some
cases, negative emotions may have adaptive functions, albeit not explored by the client.
For example, fear, sadness, or anger may have prompted a client to utilize his or her sup-
port system. Drawing on the vital strength of the personal emotional intelligence of the
client, PPT helps the client to allocate his or her emotional resources. That is, the client is
encouraged to undertake activities at the appropriate time and in proper proportion. In
doing so, PPT follows Seligman (2002)’s advice: “Choose your venue and design your
mood to fit the task at hand” (p. 39). Clients are taught that positive emotions are best
utilized in seeking out and establishing new social ties, attempting difficult tasks, under-
taking tasks that call for creative, generous, and tolerant thinking, finding ways to
increase the amount of love in life, pondering a new career, thinking about hobbies and
noncompetitive sports, and creative writing. Because negative emotions activate critical
thinking (Alloy & Abramson, 1979; Norem & Chang, 2002), clients who are faced with
making decisions in regard to taking important exams, calculating income taxes, deter-
mining whom to fire, where to move, dealing with repeated romantic rejections, copy-
editing, or making important judgments in competitive endeavors, are advised to under-
take them when they feel slightly gloomy.

POTENTIAL MECHANISM OF CHANGE
Reeducating Attention, Memory, and Expectations

Human beings are naturally biased toward remembering the negative, attending to the
negative, and expecting the worst. Negative emotion is most proximally driven by nega-
tive memories, attention, and expectations, and depressed individuals exaggerate this nat-
ural tendency. They strongly gravitate toward attending to and remembering the most
negative aspects of their lives, and several of our exercises aim to reeducate attention,
memory, and expectations, directing them away from the negative and the catastrophic
toward the positive and the hopeful. For example, when a client does the Three Good
Things exercise (“Before you go to sleep, write down three things that went well today
and why they went well”), the depressive bias toward ruminating only about what has
gone wrong is counteracted. The client is more likely to end the day remembering positive
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events and completions, rather than his or her troubles and unfinished business. The
Gratitude Visit exercise, similarly, may shift memory away from the embittering aspects
of a client’s past relationships to savoring the good things that friends and family mem-
bers have done for him or her. This reeducation of attention, memory, and expectation is
not done only orally. PPT relies on written narratives that help the client to articulate
positives coherently and deeply. There is considerable evidence for the physical and psy-
chological benefits of writing about traumas and adversities (Bauer & McAdams, 2004;
Pennebaker, 1993); the benefits of writing about positive experiences are just beginning
to emerge (see, e.g., Burton & King, 2004). PPT starts by asking clients to introduce
themselves by writing a story about when they were at their best. This is followed by
writing three bad memories, a forgiveness letter, a gratitude letter, and logging
constructive-active responding.

Broadening and Building by Positive Emotions

A number of PPT exercises explicitly aim to create more positive emotions (e.g., the
Three Good Things Exercise, Savoring, the Gratitude Letter and the Gratitude Visit,
Three Doors Closed; Three Doors Opened the Active-Constructive Responding Exercise).
Building positive emotions does not necessarily restrict the client to a specific action, like
negative emotions do. Positive emotions seem to broaden a client’s repertoires of things
he or she likes to pursue. As noted earlier, the cultivation of positive emotions helps indi-
viduals to flourish (Fredrickson & Losada, 2005). Over the course of therapy, through a
number of exercises, clients gradually broaden their thinking beyond their regular base-
line, and regular discussions of this cognitive broadening allows clients to discover and
learn new things. It likely fuels self-transformation and allows them to identify their neg-
ative thinking patterns. Moreover, PPT exercises attempt to create positive emotions in a
number of domains of life—noticing positive emotions in the present through the
Savoring and the Three Blessings exercises, remembering a good deed of someone in the
past, providing constructive and active feedback to a loved one—thus allowing the client
to generalize the role of positive emotions across situations. In addition, positive
emotions that stem from the Gratitude Letter and Gratitude Visit, and the Active-
Constructive Responding Exercise, essentially strengthen close interpersonal relations
and help clients to notice and value positive things in their lives rather than brooding over
negative aspects.

Intentional Activities

The mechanisms of other PPT exercises are likely more external and behavioral. For
example, increasing clients’ awareness of their signature strengths likely encourages them
to more effectively apply themselves at work by approaching tasks in a way that better
uses their abilities. Having more flow at work and doing better work can lead to an
upward spiral of engagement and positive emotion. Similarly, teaching clients to respond
in an active and constructive manner to good news from coworkers, friends, and family
members teaches a social skill that likely improves most relationships (Gable, Reis,
Impett, & Asher, 2004).

Another possible mechanism is PPT’s sustained emphasis on the use of strengths as a
way to have more engagement and meaning in life. Throughout therapy, PPT clients are
encouraged and assisted in identifying their signature strengths: Near the outset of the
therapy, clients are asked to introduce themselves through real-life stories about their
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highest character strengths. Then they take the Values in Action Inventory of Strengths
(VIA-IS; Peterson & Seligman, 2004; www.authentichappiness.org), a well-validated test
that identifies clients’ signature strengths. The therapist and client collaboratively devise
new ways of using the client’s signature strengths at work and in love, friendship, parent-
ing, and leisure. Furthermore, we ask clients to recount detailed and rich narratives about
what they have been good at. Although we do not ignore clients’ concerns about their
“deficiencies,” lest we seem unfeeling and unsympathetic about their troubles, we empha-
size identifying, attending to, remembering, and using more often the core positive traits
that they already possess. This may produce “end-runs” around their perceived faults,
faults they know all too well. A newspaper article headlined this approach as “You
already have a life, now use it.” In addition, we emphasize using signature strengths to
solve problems.

In addition to increasing their general awareness of strengths, we coach clients on
how to explicitly employ their signature strengths to counter depression. For example, in
our individual PPT pilot with severely depressed clients, one client devised several new,
specific ways of using her signature strength of appreciation of beauty to manage nega-
tive moods. She rearranged her room in way that she found to be most aesthetically
pleasing and decorated a wall with a print by her favorite artist, so that she woke up to
beauty. She had always wanted to write poetry but had never had time for it, and now she
was able to find a poetry club. For one week, she wrote three experiences of beauty every
day in her journal. Among her entries were watching the sunset at the Schuylkill River
near Fairmount Park, noticing beauty in the face of a child, seeing how happy and beauti-
ful her dog looked while they were playing. She also loved hiking, so she took a hiking
trip and climbed Mount Washington.

Another client used his signature strength of love to undo his depression: His girl-
friend was away in Europe for the spring semester, and he was quite depressed on Valen-
tine’s Day. He decided to arrange a long-distance Valentine dinner. He and his girlfriend
each independently acquired their favorite foods and talked via Internet phone as they ate
together, listened to their favorite songs together, and talked about their appreciation of
each other’s character strengths. Then, during spring break, he traveled to Europe, took
her to a surprise dinner at her favorite restaurant and read his Gratitude Letter. At the
end of the therapy, their relationship, which had been on the brink of breakup, was flour-
ishing.

Balance between Possessions, Pleasures, and Engaging Pursuits

PPT helps clients to expand the notion of happiness. Influenced by a negativity bias, the
academic zeitgeist, and the media’s fascination with bad and evil, clients may initially see
happiness as undefined, immeasurable, fleeting, illusionary, relative, and hence impracti-
cal (Smart & Williams, 1973). Moreover, some clients may come with the stereotypic
notion that hedonic pleasures such as Aspen ski vacations, first-class travel, a deluxe
mobile home, a designer wardrobe, or a luxury SUV with heated leather seats may bring
them unlimited happiness. PPT educates clients to see that happiness is measurable,
diverse, practical, and can last. Without negating the need for hedonic pleasures, PPT
tells clients that beyond basic needs, additional material possessions have in fact very lit-
tle impact on our happiness. Because people are phenomenally adaptable, and incremen-
tal increases in material possessions fail to produce sustained increments in happiness
within a year, both lottery winners and those who become paraplegic as a result of spinal
cord injuries quickly adapt to their baseline of happiness (Brickman, Coates, & Janoff-
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Bulman, 1978; Schulz & Decker, 1985; Suh, Diener, & Fujita, 1996). As we adapt, espe-
cially after acquiring material resources, our expectations about what will make us happy
increase. We compare our situations to where we want to be, and ourselves to other peo-
ple. As we attain our goals, we change our comparisons. We do not just become habitu-
ated, we recalibrate. We create for ourselves a world of targets, and each time one is hit,
another replaces it (Haidt, 2006). Nesse and Williams (1994) note, “We all compare
[ourselves] with those who are the best in the world” (p. 220). One implication of this is
that depression stems from self-perceived failures resulting from erroneous comparisons
between our own lives and the glamorously depicted lives on television. “Retail therapy”
(Faber, 2004) is another notion explored in PPT. Like substance abuse, self-cutting, sex-
ual promiscuity, and other high-risk behaviors, “retail therapy” and obsessive acquisition
are maladaptive ways to cope with unpleasant, empty, or anxious feelings. The Satisficing
Instead of Maximizing Exercise, which is based on Schwarz et al. (2002), encourages cli-
ents to settle down for good enough.

PPT also educates clients to understand the engaging in intense experiences that pro-
duce ecstasy is not the cornerstone of a happy life. Research informs us that people who
seek ecstasy much of the time are likely to be disappointed. Even worse, they may move
from one job or relationship to another, seeking intense levels of happiness (Diener,
Sandvik, & Pavot, 1991). Furthermore, highly pleasurable experiences may have the dis-
advantage of serving as contrast points against which other positive experiences are mea-
sured, thus making these events less pleasurable (Parducci, 1995). Therefore, a client’s
notion of happiness is carefully expanded, emphasizing that these findings are descrip-
tive, derived from decades of rigorous research that is not readily available to the public
nor significantly influences public policy.

The Therapeutic Relationship Is Important

We believe that when PPT is effectively delivered with the basic therapeutic essentials—
warmth, empathy, and genuineness—exploring and promoting positives establishes an
authentic therapeutic relationship. This relationship, we posit, is equally authentic and
genuine as the one in which a therapist attends only to the negatives. In PPT, the therapist
is asked to care more for the therapeutic alliance than adherence to the treatment proto-
col. For example, tensions and misunderstandings may arise when a client wishes only
symptom relief but the therapist is convinced that the client will benefit from the active
promotion of happiness. In addition, a stressed client may be more inclined to do
pleasure-based exercises and not the engagement and meaning-making exercises. Further-
more, in some cases, because of their initial emotional distress some clients may not
immediately appreciate the benefits of engaging and connecting with others. It is there-
fore suggested that the therapist focus on establishing a strong therapeutic alliance ini-
tially, as it is from this relationship that adherence to the treatment protocol may natu-
rally flow.

CAVEATS
Descriptive Not Prescriptive

A daunting task for the PPT therapist is to ensure that what he or she purports as “posi-
tive” is not perceived by the client as prescriptive. PPT is a descriptive therapeutic
approach based on convergent research findings that clearly document the benefits of
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positive emotions, character strengths, and making meaning. Just as medical research
shows that eating vegetables and exercising is “good” for us, we believe that PPT can and
should encourage people to adopt behaviors and mental habits that are “good” for them
(Gable & Haidt, 2005). PPT recognizes that in an increasingly diverse clientele, contex-
tual and cultural factors must be considered. For example, a client brought up in a typical
European American culture may think of happiness as a personal hedonic state, whereas,
a client from another culture may see happiness as relating to others and fulfilling obliga-
tions. PPT needs to delivered with sensitivity and flexibility to accommodate individual
and cultural differences, and a fixed moral vision that sees happiness as the yardstick of a
good life should be avoided.

Motivation for Change

The PPT therapist must be sensitive and appreciative of the complexities of human
beings. How positive states and traits interact within a client may differ markedly from
one person to another. Clients also differ in their motivation to change long-standing
behavioral and emotional patterns. In addition, each client’s motivation fluctuates as a
result of dynamic changes within the environment. Therefore, the therapist must not
adopt a “one size fits all” approach, as it may not work with all clients. Having a clear
understanding of the basic assumptions of PPT and the basic skills needed in establishing
a solid therapeutic relationship with the client can help the therapist tremendously. In
regard to the structure and sequence of the exercises, the therapist should be flexible
enough to adapt them to accommodate the uniqueness of each client. At the same time,
we would not want a therapist to think that for fear of being perceived as “prescriptive,”
he or she should hold back and accept a client’s interpretations regarding his or her reluc-
tance to own positive emotions and strengths readily. Most clients are unaware of their
strengths and that of others. However, the challenge for a therapist is to help clients to
articulate and internalize their strengths deeply.

It should be noted that telling clients that happiness is possible by adopting the pre-
cepts of PPT comes with the risk of advising clients. No matter how many scientific facts
are stacked in the consulting room, proving that enhancing engagement and meaning
yields lasting happiness, clients may not resist negative thinking and feelings and coping
with them through shortcuts, because, these possibilities are readily available to them.
Contemporary Western culture encourages indulgence, accumulation of possessions, and
shortcuts. It may be an uphill task for a PPT therapist to motivate a client to resist main-
stream cultural trends.

Pilot Studies

Although PPT led to clinically and statistically significant decreases in depression and
increases in happiness in our controlled trials, these results are preliminary and caution is
warranted on several grounds. First, our face-to-face therapy was done with small sam-
ples. Second, the clients in these trials were college and high school students and mental
health professionals. This may well limit the generalizability of PPT to other populations
that vary in age, ethnicity, socioeconomic status, and IQ. Third, we did not study thera-
pist effect and so we do not know if the results can be attributed to “talented therapist”
effects. Hence, the mechanisms by which PPT operates, including the moderating role of
therapists and the commonalities of PPT and other therapeutic approaches, are matters of
further research.
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FUTURE DIRECTIONS

Benjamin Franklin said that wasted strengths are like sundials in the shade. Psychothera-
py has not utilized vital therapeutic assets within the symptom and disorder-based model.
We have tapped these resources in a systematic and planned therapy, and we are encour-
aged by the potency of the positive psychology exercises, by the congeniality of the
approach to depressed clients, by how long the benefits lasted after treatment ended, and
by the sheer effect size of PPT when delivered by a skilled therapist. Should these results
replicate well, we speculate that future therapy for depression may combine talking about
troubles with understanding and building positive emotion, engagement, and meaning.
Nevertheless, we suspect that the effects of PPT are specific to depression, and we expect
that increasing positive emotion, engagement, and meaning promote highly general ways
of buffering against a variety of disorders and troubles. With the proliferation of research
in positive psychology in the last few years, therapies based on notions of happiness,
growth, and well-being are gaining momentum in both theory and application (e.g., Lent,
2004; Joseph & Linley, 2005). Currently, Lisa Lewis and her colleagues at the Menninger
Clinic are comparing PPT with a traditional psychotherapy with a larger inpatient sample
(n = 100). We hope such endeavors will help us to unearth important questions regarding
PPT’s generalizability, specificity, and response rate. Moreover, the scope of positive emo-
tions and strengths is increasingly rapidly. Courses in positive psychology are becoming
common in universities and high schools. The popularity of the Positive Psychology
course at Harvard (855 undergraduates enrolled in spring 2006; Goldberg, 2006) is likely
related to the impact of this material on the lives of students. We believe this appeal will
further refine the therapeutic potential of positive emotions and strengths. Furthermore,
in order to justify interventions based on happiness and well-being in mainstream clinical
practice, PPT may need to demonstrate with more rigorous research that not only the
presence of symptoms but also the lack of happiness and well-being is a causal factor in
psychopathology, which can demonstrate change in outcome measures that directly
related with treatment outcome. Through longitudinal and prospective studies, treat-
ments like PPT should be given to at-risk populations to demonstrate their potential as
effective preventive strategies. In short, making life happier and more fulfilling, not just
less sad and miserable, should be more appealing for Emma, and PPT provides her a sys-
tematic and planned opportunity for doing so.
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APPENDIX 11.1. Positive Psychotherapy Inventory—Children’s Version

Please read each group of statements carefully. Then pick the one statement in each group that
best describes the way you have been feeling for the past two weeks, including today. Be sure to
read all of the statements in each group before making your choice.

Some questions are regarding strengths. Strengths are actions, behaviors, habits, thoughts, and
feelings that are good to you and others. Examples of strengths are being kind, hopeful, coopera-
tive, cheerful, gentle, honest, curious, creative, open minded, playful, fair, nice, organized, thought-
ful, graceful, responsible, thankful, and flexible.

Theme Item

1. Pleasure I am cheerful. Often Sometimes Never

2. Engagement I know what are my strengths. Often Sometimes Never

3. Meaning What I do benefits others. Often Sometimes Never

4. Pleasure Others say I look happy. Often Sometimes Never

5. Engagement I look for creative ways to use my strengths. Often Sometimes Never

6. Meaning I am close to my loved ones. Often Sometimes Never

7. Pleasure I am thankful for many good things in
my life.

Often Sometimes Never

8. Engagement I solve problems using my strengths. Often Sometimes Never

9. Meaning I pray or participate in religious/spiritual
activities.

Often Sometimes Never

10. Pleasure I feel relaxed. Often Sometimes Never

11. Engagement My concentration is very good in tasks and
activities that use my strengths.

Often Sometimes Never

12. Meaning I participate in volunteer activities in my
school and neighborhood.

Often Sometimes Never

13. Pleasure I slow down to enjoy things that bring me
pleasure.

Often Sometimes Never

14. Engagement Time passes quickly when I am busy in
tasks and activities that use my strengths.

Often Sometimes Never

15. Meaning I know strengths of my loves ones. Often Sometimes Never

16. Pleasure I laugh and smile. Often Sometimes Never

17. Engagement I complete tasks and activities, which use
my strengths despite hurdles.

Often Sometimes Never

18. Meaning I use my strengths to help others. Often Sometimes Never

Note. Scoring: Never = 0; Sometimes = 1; Often = 2.
Copyright by Tayyab Rashid. This inventory can be used for research or clinical purposes without contacting the
author. For psychometric details, e-mail tayyab@psych.upenn.edu.



12 Interpersonal Psychotherapy
for Treatment and Prevention
of Adolescent Depression

Jami F. Young and Laura Mufson

Adolescent depression is a serious mental health concern. Although esti-
mates vary across studies, approximately 15% of adolescents experience a major depres-
sive episode during their lifetimes (Kessler & Walters, 1998). Depression in adolescence is
associated with significant impairment (Puig-Antich et al., 1993) and an increased risk
for developing a future major depressive episode (Lewinsohn, Rohde, Klein, & Seeley,
1999). Unfortunately, community studies indicate that many adolescents who meet crite-
ria for a depressive disorder do not receive an adequate course of treatment (e.g.,
Lewinsohn & Clarke, 1999). This points to the need for treatments that can be delivered
in schools and other community settings, where children and adolescents are most likely
to receive services (Hoagwood, Burns, Kiser, Ringeisen, & Schoenwald, 2001; Hoagwood
& Olin, 2002; Weisz & Jensen, 2001), and the need for preventive interventions that can
reach a larger portion of the population. We believe that interpersonal psychotherapy
(IPT) can help address this need.

In this chapter, we discuss the treatment and prevention of adolescent depression
using IPT. First, we provide a discussion of the theoretical underpinnings of IPT. Next, we
discuss the adolescent adaptation of IPT, interpersonal psychotherapy for depressed ado-
lescents (IPT-A; Mufson, Dorta, Moreau, & Weissman, 2004), providing detailed infor-
mation about the structure and techniques of this treatment. We also summarize the
empirical findings. Finally, we outline interpersonal psychotherapy–adolescent skills
training (IPT-AST), an adaptation of IPT-A that was developed as a preventive interven-
tion (Young & Mufson, 2003). We also present preliminary efficacy data supporting its
use as an indicated and universal preventive intervention for depression.
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THEORETICAL BACKGROUND OF IPT

IPT is a brief treatment that was developed for depressed adults (Weissman, Markowitz,
& Klerman, 2000) and has been shown to be efficacious in numerous studies (e.g., Elkin
et al., 1989; Frank, Kupfer, Wagner, McEachran, & Cornes, 1991; Sloane, Stapes, &
Schneider, 1985; Weissman et al., 1979). IPT is based on the premise that depression
occurs in an interpersonal context. Regardless of the etiology, depression affects our rela-
tionships and our relationships affect our mood. Thus, the focus of treatment is on
patients’ depressive symptoms and the interpersonal context in which these symptoms
occur. The theoretical roots of IPT stem from the work of interpersonal theorists, who
argued that interpersonal interactions form the basis of personality. For instance, Meyer
(1957) argued that you need to understand the individual’s current interpersonal experi-
ences to understand his or her psychiatric illness. Sullivan (1953) believed that psychiatric
problems stem from and are perpetuated by poor communication with others. As such,
treatment needs to address the individual’s interpersonal interactions, as well as his or her
symptoms and behaviors.

Research supports an interpersonal approach to the conceptualization and treatment
of depression (Hammen, 1999; Joiner, Coyne, & Blalock, 1999). Depression, even at
subthreshold levels, has been found to be associated with significant interpersonal prob-
lems in community and clinical samples of adults and adolescents (e.g., Lewinsohn et al.,
1994; Puig-Antich et al., 1993; Sheeber, Hops, Alpert, Davis, & Andrews, 1997; Stader
& Hokanson, 1998). Research has documented that interpersonal experiences are often
precipitants of the onset of depression (Hammen, 1999). Once depressed, individuals
engage with others in ways that cause them to lose interpersonal support and can lead to
a loss of or difficulties in relationships, further exacerbating their depression (Coyne,
1976; Weissman & Paykel, 1974). These findings point to the importance of focusing on
interpersonal events and interpersonal skills when treating depression.

IPT conceptualizes depression as composed of three elements—symptom formation,
social functioning, and personality—and focuses mainly on the first two. The central
goals of IPT are to decrease depressive symptoms and to improve interpersonal function-
ing. To accomplish these goals, the therapist and patient identify a specific problem area,
discuss relevant communication and problem-solving techniques for that problem area,
and practice these skills in session, with the patient applying them outside sessions in the
context of significant relationships.

IPT-A FOR TREATMENT OF ADOLESCENT DEPRESSION

Based on the success of IPT with adults, the interpersonal literature discussed above, and
the similarities between adolescent and adult depression (Ryan et al., 1987), IPT has been
adapted to treat adolescent depression. IPT-A is developmentally relevant for adolescents
who are becoming increasingly focused on their relationships. IPT-A addresses develop-
mental issues that are pertinent to adolescence, including the development of romantic
relationships, separation from parents, experiencing the death of a loved one, and negoti-
ating peer relationships. By focusing on increasing adolescents’ independence and negoti-
ating their interdependence on others, IPT-A is very relevant and appealing to teens. The
treatment is structured, active, and emphasizes psychoeducation. In treatment, the ado-
lescent is encouraged to take an active role in applying new strategies to the identified
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problem area. In this way, IPT-A is developmentally appropriate to the changes in
problem-solving strategies that adolescents experience (Marx & Schulze, 1991).

Several specific changes have been made to adapt IPT for adolescent depression. A
separate discussion has been added to the problem area of role transitions to deal with
transitions related to family changes, such as divorce. These transitions pose significant
interpersonal difficulties and have been shown to be associated with depressive symptoms
in adolescents (Hetherington, Bridges, & Insabella, 1998). A second change is the inclu-
sion of parents in the treatment. Although we recommend their attendance at each phase
of treatment, the involvement of parents in IPT-A is flexible. The degree of parental
involvement is discussed and negotiated between the therapist and the adolescent during
the course of treatment, with the support and cooperation of the parents.

The treatment techniques and strategies have been modified as well, to address the
developmental level of the adolescents. Techniques employed specifically with adolescents
include giving them a scale from 1 to 10 to rate their depressed mood to help monitor
changes from week to week; doing more basic social skills work; teaching perspective-
taking skills to counteract adolescent black-and-white thinking about problems; and
helping them to negotiate parent–child tensions. Additional techniques can be used to
deal with issues that can affect the treatment of adolescents, such as suicidality, abuse,
school refusal, and the involvement of child protective services.

IPT-A is an outpatient treatment designed for adolescents with nonpsychotic, unipo-
lar depression. It is not indicated for adolescents who are currently in crisis, actively sui-
cidal or homicidal, psychotic, bipolar, or mentally retarded. If an evaluation reveals that
an adolescent is using alcohol or drugs, the clinician needs to make a decision about
whether the substance use is severe enough to warrant substance abuse treatment before
addressing the depression. In general, IPT-A is not recommended for adolescents who are
actively abusing substances. Among teens with unipolar depression, our clinical experi-
ence has shown us that those who are motivated to be in treatment derive the most bene-
fit from IPT-A. Because the adolescent and clinician regularly review the adolescent’s
depressive symptoms and link these symptoms to interpersonal events, it is important
that the adolescent be able to acknowledge that he or she is depressed and to agree with
the therapist that at least one interpersonal problem exists. Experience also suggests that
adolescents whose families are supportive of treatment are more likely to have positive
treatment outcomes, although family involvement is not a requirement for treatment.

Course of IPT-A

IPT-A is a time-limited treatment. It is designed as a once weekly, 12-session treatment.
Treatment can be extended to 16 sessions if it is clinically indicated, but this should be
determined at the beginning of treatment. In certain settings, a more flexible schedule
may be necessary. For instance, in the school effectiveness study conducted by Mufson
and colleagues (Mufson, Dorta, Wickramaratne, et al., 2004), adolescents received IPT-A
for 8 consecutive weeks. The remaining 4 sessions were more flexible, depending on the
individual patient’s need or school schedule and were conducted over an additional 8-
week time period.

IPT-A is divided into three phases: (1) the initial phase, (2) the middle phase, and (3)
the termination phase. At the beginning of each session, regardless of the phase of treat-
ment, the clinician assesses the adolescent’s depressive symptoms, noting any changes
that occurred over the course of the week, and links changes in symptoms to interper-
sonal events. Following the review of symptoms, the session progresses to the tasks par-
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ticular to the phase of treatment—for instance, conducting the interpersonal inventory,
role playing an interpersonal interaction, or discussing the adolescent’s warning signs of
depression. This structure ensures that the treatment focuses on issues related to the iden-
tified problem area. Throughout treatment, both the therapist and the adolescent play an
active role in the sessions. The therapist assesses depressive symptoms, inquires about
interpersonal relationships, links the symptoms to interpersonal functioning, and guides
the work on the interpersonal problem area. The adolescent is expected to discuss his or
her interpersonal relationships, work to find solutions to the interpersonal problem, and
practice new interpersonal techniques.

Initial Phase of Treatment

The initial phase of IPT-A typically consists of the first four sessions. We recommend that
the parent(s) participate in one session during the initial phase of treatment, most typi-
cally the first session. There are several objectives for this phase of treatment:

1. Confirm the depression diagnosis.
2. Educate the adolescent and family about depression and assign the adolescent the

“limited sick role.”
3. Introduce the principles of IPT-A and the structure of treatment.
4. Conduct the interpersonal inventory to identify an interpersonal problem area.
5. Make a treatment contract.

CONFIRMING THE DEPRESSION DIAGNOSIS

Although the diagnostic assessment is typically conducted before beginning IPT-A, it is
important to confirm the depression diagnosis in the first session. The clinician should
assess the adolescent’s current depressive symptoms, history of depression, and other
symptoms, such as mania, psychosis, or substance abuse, that might make IPT-A an inap-
propriate treatment. As discussed earlier, in the remaining sessions, the therapist conducts
a brief review of the adolescent’s symptoms to monitor weekly changes in mood and
other depression symptoms.

EDUCATION ABOUT DEPRESSION AND ASSIGNING THE “LIMITED SICK ROLE”

Educating the adolescent and the parents about depression is an important objective in
the first session. This follows directly from the review of symptoms and involves educat-
ing the adolescent and parents about the symptoms and behaviors associated with depres-
sion. This provides a context for depression symptoms that may not have been under-
stood. For instance, parents and adolescents may not be aware that the recent increase in
arguments may be attributable to the adolescent’s irritability, a core symptom of depres-
sion. Part of the education component is likening depression to a medical illness that can
be treated. This medical model of depression helps decrease the stigma associated with
depression, takes the blame off the adolescent or others for causing the depression, and
provides an optimistic prognosis. The therapist should communicate to the adolescent
and parents that the likelihood of recovery from depression is relatively high and that
other treatments for depression exist if IPT-A is not effective for that individual.

Next, the therapist assigns the adolescent the limited sick role. This involves discuss-
ing with the adolescent and parents that, similar to someone with a medical illness, an
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adolescent with symptoms of depression may not be able to do things as well as before
the depression. It is important to balance encouraging understanding of decreased func-
tioning while also communicating that the adolescent should continue to attend school
and fulfill family and academic responsibilities. The adolescent should also be encour-
aged to socialize with family and friends. The purpose of the limited sick role is to help
the family to be more understanding and to shift the blame from the adolescent to the dis-
order while also encouraging involvement in normal daily activities. This differs from
adult IPT, in which the patient is given the sick role (i.e., not the limited sick role) and is
encouraged to scale back on activities until he or she feels better. The reason for this dif-
ference is that, developmentally, it is important to get the adolescent back to regular
school attendance as soon as possible.

INTRODUCING THE PRINCIPLES AND STRUCTURE OF IPT-A

At the beginning of treatment, the therapist explains the structure and context of the
treatment to the adolescent and parents, including the time-limited nature of IPT-A, the
roles of the therapist, adolescent, and parents, and the theory behind IPT-A. The discus-
sion of the theory and structure of the therapy makes the course of treatment predictable
and decreases the likelihood of dropout. In addition, this discussion helps to enlist the
parents as collaborative agents in treating the adolescent’s depression. The therapist
should explain that the therapy will target the depressive symptoms and relationship
problems most relevant to the depression itself. The therapist and adolescent will work
together to identify important interpersonal strategies and to practice them to improve
certain relationships, and thus his or her mood. In the majority of the sessions, only the
adolescent will be present, but the parents may be invited to one or two sessions during
the middle phase if the therapist and the adolescent feel that it would be helpful.

CONDUCTING THE INTERPERSONAL INVENTORY TO IDENTIFY
AN INTERPERSONAL PROBLEM AREA

Much of what is described above occurs in the first session. The rest of the initial phase of
treatment is focused on conducting the interpersonal inventory, which is an assessment of
the important relationships in the adolescent’s life. Similar to placing an emphasis on the
assessment of the adolescent’s symptoms, IPT-A also emphasizes the assessment of the
adolescent’s interpersonal functioning. The inventory is similar to a diagnostic instrument
in that it is intended to help the therapist to gain a better understanding of the adoles-
cent’s interpersonal world. The goal of the interpersonal inventory is to identify those
interpersonal issues that are most closely related to the onset and/or persistence of the
depression. Although the primary informant for the interpersonal inventory is the adoles-
cent, parents can also provide information about the adolescent’s relationships.

During the interpersonal inventory, the therapist asks the adolescent to identify
important people in his or her life. The therapist then asks detailed questions about these
relationships to obtain an idea of the adolescent’s daily life and to determine which rela-
tionships might be the focus of the therapy. The information collected should include the
positive and negative aspects of the relationships, how the relationships have changed
over time, the context and frequency of interactions within the relationships, and goals
for changing the relationships during treatment. In addition, the therapist asks about sig-
nificant past relationships and important interpersonal events that may be connected to
the onset of the disorder.

292 TREATMENT OF DEPRESSION



On the basis of the interpersonal inventory, the therapist identifies common themes
or problems in the various relationships (e.g., the adolescent does not discuss things that
are bothering him or her until he or she explodes in anger). The adolescent and therapist
choose one of the four interpersonal problem areas that will be the focus of treatment:
grief, role disputes, role transitions, or interpersonal deficits. The therapist should explain
to the adolescent the connection between the depressive symptoms and his or her inter-
personal difficulties and how that fits into the framework of the identified problem area.
Although it is most common to identify one interpersonal problem area to address in
treatment, there are times when two problem areas are identified. In this case, part of the
treatment contract (see below) will involve discussing how the two problem areas will be
addressed during the rest of treatment—for instance, by addressing the most pressing
problem first and then discussing the generalization of strategies from the primary to the
secondary problem area.

MAKING THE TREATMENT CONTRACT

Following the identification of the interpersonal problem area, the adolescent and thera-
pist establish a verbal treatment contract. In this contract, the adolescent’s and parents’
roles in treatment are specified, the identified problem area is highlighted, and practical
details regarding the treatment are reviewed. While discussing the treatment contract, the
therapist stresses to the adolescent that, for treatment to be most helpful, he or she will
need to provide information about interactions that occurred in his or her relationships.
In addition, the adolescent is informed that his or her parents may be invited to sessions
to work on the identified problem area. The structure of treatment is also reviewed at this
time. It is useful to highlight the number of sessions that have elapsed and the number of
sessions that remain. The therapist emphasizes the importance of the adolescent coming
to treatment on time and calling to cancel if necessary. Finally, the goals of the treatment
for the individual teen are explained. These goals should be attainable and should empha-
size reduction of depressive symptoms and improvement of interpersonal functioning.
This contract is helpful for the treatment and serves as a model of clearly communicating
expectations.

Middle Phase of Treatment

The middle phase of treatment is made up of sessions five through nine. During this
phase there are three important treatment goals:

1. Further clarification of the identified problem area.
2. Identification of strategies for effectively targeting the problem.
3. Implementation of interventions to resolve the problem.

In this phase of treatment, the therapist continues to monitor the depression symptoms
and considers adjunctive therapy, such as pharmacotherapy, if symptoms are worsening
or failing to improve. The therapist should guide the discussion so that the focus remains
on the problem area, helping the adolescent to link his or her feelings to interpersonal
events and to express these feelings appropriately. The therapist educates the adolescent
about interpersonal strategies and encourages the adolescent to identify strategies on his
or her own. The therapist and adolescent may practice these strategies in session using
role plays, and the adolescent is asked to apply these techniques outside the session. In
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addition, as the adolescent shares and discusses interpersonal difficulties and improve-
ments, the therapist helps elucidate the connection between the adolescent’s mood or
symptom level and the interpersonal events. Finally, the therapist maintains contact with
the adolescents’ parents so that they can be involved in the treatment as the therapist sees
necessary.

Although some of the techniques vary, depending on the problem area being
addressed, several techniques are used across all of the problem areas. These general tech-
niques are discussed in more detail before outlining the strategies and techniques that are
particular to the specific problem areas.

LINKING AFFECT TO INTERPERSONAL EVENTS

An important technique in IPT-A is linking affect with interpersonal events. This is done
both in the beginning of the session, when reviewing symptoms, and during the rest of the
session. There are typically two types of adolescents: those who discuss events that have
occurred without any discussion of feelings and those who report feeling a certain way
but do not know what caused the feeling. For both types of adolescents, it is beneficial to
link interpersonal events with their moods. If an adolescent comes in and reports
increased irritability, it is important to link that change to any events that occurred in the
past week. It may be necessary to review the week in great detail to uncover what event(s)
may have been responsible for the change in mood. Conversely, if an adolescent comes in
and reports a fight with her boyfriend, it is important for the therapist to ask how this
event made her feel and whether or not the event affected her depressive symptoms. This
approach serves to educate an adolescent about the link between interpersonal events and
his or her mood, as well as making the young person more comfortable with and adept at
identifying and communicating feelings.

COMMUNICATION ANALYSIS

Communication analysis is an important technique in the middle phase of treatment.
When the adolescent presents an interpersonal event that occurred during the week, it is
helpful to analyze the communication as it occurred. The goals of communication analy-
sis are to help the adolescent recognize the impact of his or her words on others, the feel-
ings he or she conveyed verbally and nonverbally, the feelings generated by the communi-
cation, and how modifying the communication may impact both the outcome of the
interaction and the adolescent’s associated feelings. This involves getting detailed infor-
mation about the conversation such as, How did the discussion start? What exactly did
the adolescent say? Is that what he or she wanted to say? What did the person say back?
How did that make the adolescent feel? What happened next? Is that the outcome the
adolescent wanted?

Once the therapist has a clear understanding of the communication, it is useful to
discuss how altering the communication at various points may have led to a different
outcome. The therapist should ask the adolescent if he or she has any ideas about what
could have been said differently. For instance, starting the conversation calmly or let-
ting the other person know you understand his or her point of view may have made
the other person more willing to listen. After the therapist and adolescent identify more
adaptive communication strategies, it is helpful to role-play the communication using
these techniques.
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DECISION ANALYSIS

Once the adolescent and therapist have a better understanding of the interpersonal
problem, including any communication issues, it is useful to conduct a decision analy-
sis to determine the best course of action. Decision analysis closely resembles problem-
solving techniques in other therapies but focuses on addressing interpersonal problems.
Decision analysis includes selecting an interpersonal situation that is causing a prob-
lem, encouraging the adolescent to generate solutions, evaluating the pros and cons of
each solution, selecting a solution to try first, and role-playing the interaction needed
for the chosen solution. In the following session, the therapist and adolescent should
review the interaction, examining possible reasons for its success or failure. It is impor-
tant to start with a topic that is manageable and has a high likelihood of success. This
can generate hope in adolescents that these strategies can help facilitate change in their
relationships.

ROLE PLAYING

Role playing follows directly from both communication analysis and decision analysis. It
is helpful to role-play the interpersonal interaction for the adolescent to feel more com-
fortable utilizing the strategies in real life. For instance, following a decision analysis, if
an adolescent decides to talk to his parent about going out with friends, the therapist and
adolescent would role-play this discussion. When doing a role play, it is important to act
out the conversation, not just talk about it. Adolescents may be initially uncomfortable
with role plays. To make an adolescent more comfortable, it is helpful if the role play is
structured so that he or she knows what to expect. In addition, an adolescent may be
more willing to role-play if allowed to choose which role to play first. Before the role
play, the therapist and adolescent can discuss how the adolescent could start the conver-
sation and how the other person might respond. In this way, the adolescent is prepared
for the role play. It is important to role-play ideal outcomes, as well as less successful
interactions, to prepare the adolescent to handle any type of response that may occur
when the strategies are practiced outside the session.

WORK AT HOME

Homework is considered a natural extension of the work done in the session and is
based on the assumption that treatment will be more effective when the adolescent
addresses difficulties in outside relationships by practicing skills between sessions. In
IPT-A, we have characterized homework as interpersonal “work at home,” to reflect
the fact that these assignments typically follow the interpersonal work conducted in
treatment sessions. We have found that calling the activities “work at home” decreases
the possible resistance of adolescents who associate homework with academic assign-
ments. In our experience, the metaphor of an interpersonal experiment is useful for
engaging adolescents. As in a lab experiment, in which one needs to figure out the
right combination of chemicals, these interpersonal experiments can help the adolescent
determine the best combination of strategies for dealing with important people or
problems in his or her life. The therapist emphasizes that the adolescent is experiment-
ing with new strategies and collecting data to bring back to the therapist about how
useful the strategies are for the identified problem, thereby decreasing the notion of
failing an assignment.
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Although the aforementioned techniques apply across multiple problem areas, the
middle phase of treatment also utilizes techniques specific to the identified problem area.
A brief description of each problem area is provided below, as well as goals and tech-
niques of the middle phase. More detailed information is available in the IPT-A manual
(Mufson, Dorta, Moreau, et al., 2004).

GRIEF

Grief is identified as the problem area when the adolescent has experienced a loss through
death that is associated with the onset of depressive symptoms. The depression does not
need to follow the death immediately. It can be identified in adolescents who are suffering
from an extended grieving period as well as those experiencing a more typical bereave-
ment. IPT-A helps the adolescent mourn the loss of a loved one, while encouraging him or
her to develop other relationships that can help fill some of the voids left by the death.

According to IPT-A, it is important for the adolescent to discuss the loss in significant
detail, including his or her relationship with the deceased. During this process, the therapist
encourages the adolescent to identify and express feelings associated with the relationship
and the loss. In addition, the therapist helps the adolescent find a way to honor the memory
of the deceased while engaging in other relationships. This includes creating a more realistic
memory of the deceased person and the relationship. As treatment progresses, the therapist
encourages the adolescent to develop new relationships or to further develop established
relationships to help replace the support and the roles that were lost. This involves exploring
the adolescent’s fears about developing new relationships and rehearsing the skills needed to
develop relationships or to engage in new activities.

INTERPERSONAL DISPUTES

Interpersonal role disputes often arise within a family or a peer relationship. This is the
problem area that should be selected when the interpersonal difficulties precipitating the
depression stem mainly from disagreements over what the adolescent’s expected role is
within the relationship. Such diverging expectations often lead to conflicts over issues
such as money, sexuality, autonomy, and intimacy. Disputes do not necessarily lead to
adolescent depression. However, when these disputes become chronic and unmanageable,
they become more stressful and can act as precipitants of depression. Conversely, adoles-
cents who are experiencing depression may become more irritable or may have other
symptoms that make them ill equipped to manage interpersonal conflict. In such cases,
the dispute may exacerbate the adolescent’s depression.

When an adolescent presents with an interpersonal dispute, the therapist should help
the adolescent clarify the dispute and any differences in expectations that may be contrib-
uting to the disagreement. The therapist works with the adolescent and the other person,
if possible, to modify maladaptive communication patterns and any unrealistic expecta-
tions about the relationship. When a conflict involves a parent, he or she is invited to
treatment to help address the problem. However, this problem area can be addressed with
an adolescent alone when necessary. If a resolution seems impossible, the therapist works
with the adolescent to develop strategies for coping with a relationship that cannot be
changed. For instance, the therapist points out that decreasing the frequency of conflict
can result in improved mood, even if the relationship cannot be changed completely. The
therapist also encourages the adolescent to seek out other adaptive relationships that may
address the adolescent’s emotional needs more effectively.
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ROLE TRANSITIONS

Role transitions occur when an adolescent progresses from one social role to another.
When the adolescent is unable to adapt to such a change in circumstance, it may lead to
depression. Such a shift may be particularly stressful when it happens quickly and with-
out warning, if the adolescent experiences the change as a loss, or if other stressors arise
concurrently. As discussed earlier, family structural changes, such as divorce, are espe-
cially common among adolescents. Other role transitions include starting high school,
moving to a new town, and adjusting to increasing responsibilities associated with ado-
lescence.

Treatment of this problem area begins by identifying and defining the role transition,
followed by a discussion about what the transition means to the adolescent, demands
associated with this change, and gains and losses associated with the transition. In addi-
tion, the therapist helps the adolescent learn skills that are necessary to manage the new
role. If the role transition involves the adolescent’s parents, they should be involved in
some of the middle phase sessions whenever possible. For instance, if parents are not
allowing their child to socialize with peers, then treatment attempts to address these diffi-
culties in the context of a developmental transition.

INTERPERSONAL DEFICITS

Interpersonal deficits are the identified problem area when an adolescent lacks the social
skills needed to have positive relationships with family members and friends owing to
prolonged social isolation. Adolescents with problems in this area often experience loneli-
ness and decreased self-confidence and self-esteem, which can lead to or exacerbate feel-
ings of depression. The goal of treatment is to help the adolescent develop the skills
needed to have more satisfying interpersonal relationships.

Treatment of interpersonal deficits involves reviewing past significant relationships,
with a focus on problematic patterns in these relationships. The therapist helps the ado-
lescent recognize the relationship between these interpersonal problems and his or her
depression. For instance, when working with an adolescent who has difficulty in interact-
ing with peers, the therapist might point out that the adolescent’s social isolation leads to
an increase in depressive symptoms, which in turn leads to an increase in social isolation.
Next, the therapist introduces new strategies for handling interpersonal relationships,
and then the adolescent and therapist practice these strategies in role plays. For example,
a middle session may involve having the adolescent practice asking a friend to do some-
thing or telling a parent how he or she feels. The adolescent is then encouraged to try
these strategies outside the session and to report on what happened the following week.
Family members may be involved in treatment, particularly to help support the adoles-
cent as he or she develops and practices these skills.

Termination Phase of Treatment

Sessions ten through twelve constitute the termination phase of IPT-A. During these ses-
sions, the therapist and adolescent review the adolescent’s progress, especially in regard
to the identified problem area. Changes in interpersonal functioning and relationships are
linked to improved mood and decreased symptoms. The therapist and adolescent identify
the strategies that have been most helpful and discuss the importance of continuing to
implement these strategies after termination. The therapist and adolescent should also
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discuss areas that still need improvement or may benefit from additional treatment.
Because depression is a recurrent illness, it is important to discuss the adolescent’s warn-
ing signs of depression and what he or she can do to address these symptoms if they
return. In addition, the conclusion of the relationship with the therapist needs to be
addressed during the final sessions.

The therapist should also meet with the parents for a termination session, if possible.
Depending on the situation and the wishes of the adolescent, the therapist might meet
with the parents separately or have a session with the adolescent and parents together. It
is important for parents to hear about the progress made, the skills and strategies that
were learned, and the warning signs of a possible relapse. Some adolescents may not be
fully recovered at the end of treatment. These adolescents may still be experiencing symp-
toms or may be suffering from an additional disorder. If the therapist believes this is the
case, he or she should discuss the possibility of continuing treatment with the adolescent
and parents and the treatment options they might consider.

Efficacy and Effectiveness Research in IPT-A

Research has shown IPT-A to be an efficacious treatment for adolescent depression. Sev-
eral randomized controlled clinical trials of IPT-A have been conducted, and two separate
investigator teams have demonstrated its effects. In an open clinical trial, 12- to 18-year-
olds with depressive symptoms who were referred to a hospital outpatient clinic were
treated with IPT-A. After treatment, none of the subjects met the Diagnostic and Statisti-
cal Manual of Mental Disorders, third edition, revised (DSM-III-R) criteria for depres-
sion. The subjects were functioning at a higher level in school and at home and showed a
significant decrease in psychological distress and depressive symptoms (Mufson et al.,
1994).

In a controlled trial, conducted by Mufson and colleagues (Mufson, Weissman,
Moreau, & Garfinkel, 1999), depressed adolescents who had been referred to a hospital-
based clinic were randomized to receive either IPT-A or clinical monitoring for 12 weeks.
At the end of treatment, significantly more adolescents receiving IPT-A met the recovery
criteria for major depression than adolescents receiving clinical monitoring. Adolescents
receiving IPT-A also had a significant decrease in depressive symptoms and increased
social functioning and problem-solving skills.

Rosselló and Bernal (1999) compared a different adaptation of IPT, designed specifi-
cally for depressed adolescents in Puerto Rico, with cognitive-behavioral therapy (CBT)
and those assigned to a waiting list condition. They showed that depressed adolescents
receiving IPT or CBT experienced a greater reduction in symptoms, greater increase in
self-esteem, and more improvement in social functioning than those in the waiting list
condition. Furthermore, 52% of those receiving CBT versus 82% of those receiving IPT
met the recovery criteria.

Mufson and colleagues recently investigated the effectiveness of IPT-A in community
settings (Mufson, Dorta, Wickramaratne, et al., 2004). Clinicians in several school-based
health clinics were trained to deliver IPT-A. Adolescents with major depression, dys-
thymia, depression disorder not otherwise specified, or adjustment disorder with de-
pressed mood were randomized to receive either treatment as usual (supportive, individ-
ual counseling) or IPT-A. Both treatments were delivered by school-based clinicians.
Adolescents with comorbid anxiety disorders, attention-deficit/hyperactivity disorder
(ADHD), and oppositional defiant disorder (ODD) were allowed to participate in the
study. The results showed that subjects receiving IPT-A, as compared with treatment as
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usual, demonstrated a greater decrease in depression symptoms and depression severity,
greater overall functioning, and significantly better social functioning. These findings
support IPT-A as an effective treatment when delivered by community clinicians.

Mufson and colleagues (Mufson, Gallagher, Dorta, & Young, 2004) recently devel-
oped a group model of IPT-A (IPT-AG). A pilot controlled clinical trial of this group
adaptation was conducted in a mental health specialty clinic, comparing IPT-A to IPT-AG
in treating depressed adolescents. Data from this preliminary study found no significant
differences between the treatment conditions, indicating that IPT-AG may be an effica-
cious treatment for depression in adolescents. Currently, a randomized controlled clinical
trial is under way, studying the effectiveness of IPT-AG in comparison to treatment as
usual as delivered by clinicians in school-based health clinics.

IPT-AST FOR PREVENTION OF ADOLESCENT DEPRESSION

Community studies indicate that many adolescents who meet the criteria for a depressive
disorder do not receive an adequate course of treatment (e.g., Lewinsohn & Clarke,
1999). Thus, although many adolescents become depressed, few receive services and
those who do receive services may not improve. This suggests the need for additional ser-
vices that can augment traditional treatment approaches. Preventive interventions target-
ing adolescents who are at risk for developing a depressive disorder are one option. If
efficacious, these interventions can prevent the onset of a depressive episode and its asso-
ciated risks and impairments.

Preventive interventions are classified as universal, selective, and indicated (Gordon,
1983). Both selective and indicated interventions target individuals who are considered at
risk for developing a disorder. One of the most salient risk factors for developing a
depressive disorder is elevated depressive symptoms (Horwath, Johnson, Klerman, &
Weissman, 1992; Lewinsohn et al., 1994; Pine, Cohen, Cohen, & Brook, 1999). Adoles-
cents with depressive symptoms have a two- to threefold greater risk for developing a
major depressive disorder in adulthood (Pine et al., 1999). In addition, the elevated
depressive symptoms are persistent over time (Garrison, Jackson, Marsteller, McKeown,
& Addy, 1990) and are associated with considerable psychosocial impairment (Gotlib,
Lewinsohn, & Seeley, 1995; Judd, Paulus, Wells, & Rapaport, 1996; Lewinsohn, Solo-
mon, Seeley, & Zeiss, 2000). In recognition of the considerable risk and impairment asso-
ciated with depressive symptoms in adolescence, there has been a call for an increase in
indicated preventive intervention research, targeting adolescents who report symptoms of
depression but who do not meet the diagnostic criteria for a depressive disorder (Mrazek
& Haggerty, 1994; U.S. Public Health Service, 2000).

We chose to adapt IPT-A as a preventive intervention for several reasons. First, IPT-A
is an effective treatment for adolescent depression (Mufson et al., 1999; Mufson, Dorta,
Wickramaratne, et al., 2004; Rosselló & Bernal, 1999). Second, IPT-A addresses conflict
and interpersonal deficits, which have been shown to increase the risk for depression
(e.g., Lewinsohn et al., 1994; Reinherz et al., 1989), and enhances communication
and positive relationships, factors that protect against the development of depression
(Carbonell, Reinherz, & Giaconia, 1998). The development of depression may be pre-
vented by directly targeting these risk and protective factors. Third, IPT-A emphasizes
psychoeducation and skill development, which are both relevant to prevention. Finally,
IPT-A, with its focus on interpersonal issues, addresses the kinds of difficulties adoles-
cents encounter on a day-to-day basis.
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Course of IPT-AST

IPT-AST, known to the adolescents as “Teen Talk,” was initially designed as an indicated
preventive intervention for adolescent depression for adolescents in 7th to 10th grades. In
its original format, IPT-AST involves two initial individual sessions and eight weekly 90-
minute group sessions (Young & Mufson, 2003). The ideal group size is four to six ado-
lescents of similar age (i.e., 7th and 8th graders). A group is led by one therapist or by
cotherapists. Recently, IPT-AST was used as a universal intervention with 9th graders in
rural Tennessee (Horowitz, Garber, Young, & Mufson, 2005). In this study, it was not
feasible to include the initial individual sessions, given the large number of adolescents in
each group (between 8 and 15 adolescents). Materials typically covered during the indi-
vidual sessions were incorporated into the first group session. The remaining sessions fol-
lowed the format provided below.

The group focuses on psychoeducation and general skill building that can be applied
to various relationships within the framework of three interpersonal problem areas: inter-
personal role disputes, role transitions, and interpersonal deficits. IPT-AST follows a
modification of the group IPT-A manual (Mufson, Gallagher, Dorta, & Young, 2004).
The primary modifications include decreasing the number of group sessions from 12 to 8;
adding games and activities to illustrate the link between what we say and how others
respond; and teaching the interpersonal techniques to group members, using fictional sce-
narios before applying them to real-life situations.

In the initial studies of IPT-AST discussed below, there was no parent involvement.
Currently, we are examining the impact of involving parents in the intervention. In this
iteration, parents are asked to join one of the individual pregroup sessions to receive psy-
choeducation about depression and to learn about the focus and structure of IPT-AST.
The group leader has a second meeting with each set of parents and adolescents following
group session five. This dyadic session provides an opportunity to update the parents on
the adolescent’s progress and provides a setting for the adolescent to practice the new
techniques in a real-life situation, with the therapist present to act as coach. After the
completion of the group, the parents and adolescent meet again with one of the group
leaders to review what has been accomplished and to assess the need for additional ser-
vices.

Pregroup Sessions

In the two individual pregroup sessions, the therapist meets with the adolescent to review
his or her depression symptoms, to provide psychoeducation about depression and pre-
vention, to explain the purpose of the group, and to conduct an abbreviated interpersonal
inventory. The adolescent is told that the purpose of the group is to help prevent him or
her from developing depression. Just as people brush their teeth to help prevent cavities,
the hope is that participating in the group will help prevent the adolescent from becoming
depressed. The therapist explains that although problems with peers or family members
are not necessarily the cause of depression, they can make these problems worse. By
teaching adolescents new skills to help them deal better with the people in their lives, we
hope to prevent them from developing more serious depression.

In the rest of the pregroup sessions, the therapist completes an abbreviated interper-
sonal inventory with the adolescent, asking the types of questions indicated earlier. At the
completion of the inventory, the therapist and adolescent outline goals for the group ses-
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sions. These goals may be focused on particular relationships, such as arguing less with
parents, or may be more general, such as the adolescent’s talking more to people about
how he or she feels. We do not assign a particular problem area after the inventory,
because it is unknown whether the adolescent’s current relationship difficulties will be
associated with the onset of a future depressive episode. Therefore, we choose to focus on
interpersonal skill building that applies across problem areas with the hope that this will
increase the potential preventive effects of the intervention.

Initial Phase

The initial phase of the intervention includes group sessions one through three. The goals
of the initial phase are to:

1. Establish group rules.
2. Educate group members about depression.
3. Illustrate the impact of communication on others.
4. Introduce interpersonal strategies that will be used in the remaining group ses-

sions.

EDUCATION ABOUT DEPRESSION

As in IPT-A, much time in IPT-AST is spent in the beginning of group educating adoles-
cents about the symptoms of depression and the difference between having symptoms of
depression and being depressed. The therapist describes a number of adolescents with
various levels of depression and asks the group members to identify the symptoms and
discuss the differences in severity. In addition, in all group sessions, each group member is
given a binder that includes a weekly depression checklist and mood rating. The adoles-
cents complete a depression checklist and a mood rating so that they quickly become
familiar with the symptoms of depression.

ILLUSTRATING THE IMPACT OF COMMUNICATION ON OTHERS

Much of the initial phase of the group focuses on how what we say and how we say it
impacts others. This is done primarily through the consideration of various scenarios and
group activities. First, the therapist provides an example of an adolescent who is having
an argument with her mother and says things out of anger, which she later regrets. The
group discusses how the interaction might end and how the adolescent and mother may
end up feeling. Next, the adolescents are given a piece of paper that asks them to make a
statement in a certain way. For instance it may ask them to say, looking down, in a quiet
voice, “I’m fine, really I’m fine.” Each adolescent is asked to act out his or her statement,
and then the group discusses how the person may be feeling and what conveyed that feel-
ing. This leads to a discussion of verbal and nonverbal cues and how words can mean dif-
ferent things depending on how they are said.

In the second activity, group members are asked to role-play different scenarios to
illustrate how communicating in a certain way influences another person’s response.
Examples of scenarios include wanting to ask your parent if you can go out with friends
or talking to a friend who is spending all of his time with his girlfriend. Following each
role play, the group discusses what was said and how each of the people felt during the
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exchange, highlighting moments when the conversation took on a positive or negative
tone. In this way, the group leaders model communication analysis, which will be used
more formally in the middle phase of treatment.

INTRODUCING INTERPERSONAL STRATEGIES

During group session three, the therapist introduces group members to several interper-
sonal strategies that they will be encouraged to use in their own relationships. Because
this is a group intervention focused on prevention, we felt that it was important to have
an explicit language for these techniques to increase the long-term use of these skills.
Each strategy is listed on a cue card that is included in the group members’ binders and
has an associated label to help them to remember the strategy, such as “Strike while the
iron is cold.” Examples of the techniques include letting the other person know you
understand his or her point of view and being specific when talking about a problem.
Adolescents are taught each of these techniques and then practice using them by role-
playing various scenarios.

Middle Phase

The middle phase of the group includes sessions four through six and closely follows the
middle phase of IPT-A. Throughout the middle phase, the therapist helps the group mem-
bers to link changes in their moods with interpersonal events. Adolescents are encouraged
to identify interpersonal interactions that occurred during the previous week and to work
on them in the group. This involves having an adolescent explain what happened, con-
ducting a communication analysis, talking about what interpersonal techniques may be
particularly relevant to the problem, engaging in decision analysis when needed, and
practicing the revised interaction using role plays. The other group members are encour-
aged to help the adolescent identify interpersonal strategies and possible solutions and
then act as coaches during the role plays. They are also asked to think about how the
problem being discussed may be similar to what they have experienced and how the tech-
niques may apply to their own interpersonal relationships. Group members are given
work-at-home assignments to try these techniques at home and then report back to the
group on how they went.

Termination Phase

The termination phase includes sessions seven and eight. During these sessions, the thera-
pist and adolescents review the techniques that worked and practice the techniques that
were more difficult. The group also discusses how these strategies may be useful in future
stressful situations. This helps to emphasize the need to continue working on one’s rela-
tionships after the group ends. Time is also spent in talking about other sources of sup-
port for an adolescent if problems arise and discussing characteristics of other group
members that made them particularly supportive. The group leader hopes to identify for
each adolescent people in his or her life who can act as a support system, as well as to
outline characteristics that group members should look for when forming new relation-
ships. Finally, the therapist reviews the symptoms of depression and discusses the impor-
tance of paying attention to warning signs of depression, so that if symptoms worsen, the
adolescent can seek help.
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Efficacy Research in IPT-AST

In a pilot randomized controlled trial, 41 adolescents with elevated depression symptoms
were randomized to receive either IPT-AST or treatment as usual (TAU) as delivered by
school guidance counselors and social workers (Young, Mufson, & Davies, 2006). Ado-
lescents in the two intervention conditions were compared, as to depression symptoms,
overall functioning, and depression diagnoses, postintervention and at 3-month and 6-
month follow-ups. Adolescents who received IPT-AST had significantly fewer depression
symptoms and better overall functioning postintervention and at follow-up assessments.
Adolescents in IPT-AST also had fewer depression diagnoses than adolescents in usual
care (Young et al., 2006). These results point to the promise of IPT-AST as an interven-
tion for adolescents with subthreshold depression.

A universal prevention study (Horowitz et al., 2005) evaluated the efficacy of two
programs in preventing depressive symptoms in adolescents. Participants were 380 high
school students randomly assigned to a cognitive-behavioral therapy (CBT) program, to
IPT-AST, or to a no-intervention, assessment-only control group. Both interventions
involved eight 90-minute weekly sessions held during 9th grade wellness classes. At
postintervention, students in both the CBT and IPT-AST groups reported significantly
lower levels of depressive symptoms than did those in the no-intervention group, control-
ling for baseline scores; the two intervention groups did not differ significantly from each
other. At 6-month follow-up there were no significant differences between the three con-
ditions. Approximately 15% of the sample could not be located to complete the 6-month
follow-up assessment. It is possible that the group effects found at postintervention
would have been maintained at follow-up had these participants remained in the study.
However, it is also possible that as a universal intervention with a larger group size and
no pregroup sessions, IPT-AST does not have sustained preventive effects.

Both of the aforementioned studies implemented IPT-AST in schools without formal
mental health services. School administrators appreciated having these projects in the
schools, recognizing that adolescents who receive needed services are better able to
engage in school and complete academic tasks. In the studies described above, the group
leaders were outside clinicians who were trained to deliver IPT-AST. If future studies con-
tinue to support the efficacy of IPT-AST delivered by outside clinicians, the goal will be to
train school guidance counselors to implement this intervention so that this model can be
sustained in schools.

CONCLUSIONS

IPT-A is a short-term, manualized treatment for adolescent depression that has been
shown to be efficacious in three randomized clinical trials (Mufson et al., 1999; Mufson,
Dorta, Wickramaratne, et al., 2004; Rosselló & Bernal, 1999). The treatment focuses on
alleviating depressive symptoms and improving interpersonal functioning. IPT-A is
divided into three treatment phases: initial, middle, and termination. By the conclusion of
the initial phase, the therapist identifies an interpersonal problem area that is related to
the adolescent’s depression. This serves as the focus of treatment and determines the
treatment goals and relevant strategies. The therapist plays an active and directive role in
the treatment. The adolescent also is expected to be increasingly active over the course of
the treatment. Whenever possible, parents or guardians are involved in the treatment
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periodically to receive psychoeducation about depression, to learn and practice effective
communication skills, and to support the adolescent’s gains in treatment.

IPT-AST is a group preventive intervention based on IPT-A, which has been studied
as both an indicated intervention with adolescents with elevated depression symptoms
and a universal intervention. The intervention focuses on psychoeducation and interper-
sonal skill building that can be applied to various relationships in the adolescents’ lives.
Adolescents are taught communication analysis and interpersonal techniques through
role plays and activities and are then encouraged to apply these techniques to address cur-
rent interpersonal problems. To date, parents have not been involved in IPT-AST, but a
study under way is including parents in the three phases of the intervention to determine
if this enhances outcomes.

The development and research of IPT-AST is still in the preliminary phase. If it is
found to be efficacious as a prevention intervention, we will have efficacious interper-
sonal psychotherapy models for both the prevention and treatment of adolescent depres-
sion. This continuum of care would allow us to intervene with adolescents with different
levels of depression severity. This two-stage model would be particularly useful in schools
or other community settings. By screening adolescents for depression, one could allocate
adolescents to either IPT-A or IPT-AST, thereby addressing current depression as well as
decreasing the risk for future depressive episodes. Training clinicians who work in these
community settings to systematically identify adolescents and to treat them with the
appropriate IPT model would afford the opportunity for sustainability of the prevention
and treatment of adolescent depression in these settings.
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13 Preventing Depression
in Early Adolescence

The Penn Resiliency Program

Jane E. Gillham, Steven M. Brunwasser,
and Derek R. Freres

Depression is one of the most prevalent psychological disorders and, as
such, it is an important target for prevention efforts. It is associated with considerable
suffering, impairments in interpersonal relationships, work, and achievement, and
increased mortality through the exacerbation of health problems and increased risk for
suicide (American Psychiatric Association, 2000). Recent research has identified several
risk factors for depression, including genetic vulnerabilities, family conflict, traumatic life
experiences, maladaptive cognitive styles, and elevated depressive symptoms, which has
paved the way for the development of a wide range of prevention programs. During the
past decade several prevention programs have been designed to prevent depressive symp-
toms and disorders in adults and children. Most of these interventions are based on
cognitive-behavioral theories and treatments of depression, although this is starting to
change as researchers begin to explore interpersonal, family, and other models of preven-
tion.

In this chapter we focus on the Penn Resiliency Program (PRP; Gillham, Jaycox,
Reivich, Seligman, & Silver, 1990), an intervention designed to target cognitive and
behavioral risk factors, to promote resilience, and to prevent symptoms of depression in
early adolescence. We begin with a discussion of definitional issues. Next, we provide a
brief overview of the theoretical and empirical background to PRP. We then describe the
PRP intervention and review existing research on PRP’s effectiveness. We close with a dis-
cussion of current work in progress and directions for future research.
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DEFINITIONAL ISSUES

We conceptualize “depression” as including depressive symptoms as well as clinical
depression. Although there is some debate about whether depressive symptoms and clini-
cal depression exist on a continuum of severity or reflect qualitatively different experi-
ences, recent reviews provide more evidence for the continuum model of depression
(Hankin & Abela, 2005). High levels of depressive symptoms increase risk for depressive
disorders. There is also evidence that individuals with elevated (but subclinical) levels of
depressive symptoms have similar levels of interpersonal difficulties as those meeting
diagnostic criteria for depressive disorders (Gotlib, Lewinsohn, & Seeley, 1995). Thus,
we believe that it is important for prevention efforts to focus on depressive symptoms as
well as diagnosable depressive disorders.

For the purposes of this chapter, we conceptualize prevention broadly as involving
(1) the delivery of an intervention to individuals without the target disorder (or problem)
and (2) a reduction of risk through a period of time. In previous writing we suggested
that prevention of depression involves the prevention of the development of depressive
episodes or increases in symptoms over time (Gillham, Shatté, & Freres, 2000). Although
we think that this criterion could prove useful in future research, we have not used it in
this chapter because it is often difficult to evaluate on the basis of published findings
alone. Most depression prevention studies examine effects on average levels of depressive
symptoms and do not examine effects on depressive disorders or high levels of symptoms.
The typical pattern of findings for effective interventions is a reduction in average depres-
sive symptoms in the intervention group and little change in depressive symptoms in the
control group, a pattern resembling treatment more than prevention (Horowitz &
Garber, 2006). Analyses that examine the onset of clinical levels of symptoms or effects in
subgroups of participants may demonstrate the prevention of increases in symptoms, but
these are rarely reported.

BACKGROUND
The Importance of Early Adolescence

The Penn Resiliency Program (PRP) was inspired by cognitive-behavioral theories and
treatments of depression, as well as by research on adolescent development. Adolescence
may be a particularly important period for depression prevention efforts. Rates of depres-
sion increase dramatically during adolescence, beginning at about age 15 (Hankin,
Abramson, Moffitt, Silva, & McGee, 1998). In addition, recent research indicates that
depression is often recurrent, with first episodes of depression occurring most often dur-
ing adolescence (Kim-Cohen et al., 2003). Thus, prevention of depression during adoles-
cence may help to prevent suffering across the lifespan.

PRP was designed for children between the ages of 10 and 14. By targeting the early
adolescent developmental period, we hoped to prevent the steep increase in depression
that occurs just a few years later. Early adolescence is also an important developmental
period. Young adolescents deal with a number of physical, cognitive, social, and environ-
mental changes that often occur together and may increase their risk for emotional and
behavioral problems (Eccles et al., 1993). Most children go through puberty at this time.
Social relationships become far more complex. Peer relationships become more impor-
tant, and students’ vulnerability to peer pressure increases (Hill & Holmbeck, 1986). The
transition from elementary to middle school is marked by increased academic demands
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and often by a decrease in the individualized attention students receive from their teach-
ers as they rotate through many classrooms each school day. These changes may increase
risk for a variety of difficulties, including eating disorders, conduct problems, substance
use, and underachievement, as well as depression (Cicchetti & Rogosch, 2002). At the
same time, early adolescents also make important cognitive gains that may enable them
to learn cognitive and problem-solving skills that can increase their resilience. During
early adolescence, abstract reasoning and perspective-taking abilities increase. As com-
pared with younger children, early adolescents are better able to reflect on their beliefs
and to engage in hypothesis testing by examining evidence and considering alternatives
(Inhelder & Piaget, 1958). These metacognitive skills are at the heart of cognitive-
behavioral therapy, currently one of the most widely researched and empirically sup-
ported therapies for depression.

Cognitive-Behavioral Theories of Depression

Several cognitive risk factors are implicated in depression, including negative self-
schemas, stringent standards or dysfunctional attitudes, information-processing biases,
and negative interpretive styles (Abramson, Metalsky, & Alloy, 1989; Abramson,
Seligman, & Teasdale, 1978; Beck, 1967; Ellis, 1962). An interpretive style that has
received a great deal of research attention is a pessimistic explanatory style, which is
marked by the tendency to attribute negative events to internal, stable, and global causes
(Abramson et al., 1978). Behavioral factors that have been implicated in depression
include problem-solving, coping, and response styles. In adults and adolescents, depres-
sion is linked to greater reliance on passive, unassertive, and ruminative styles and less
engagement in distraction and problem solving (Abela, Vanderbilt, & Rochon, 2004;
Chaplin & Cole, 2005; Nolen-Hoeksema, 1991). Maladaptive cognitive and behavioral
risk factors can exacerbate each other, creating negative downward spirals. For example,
negative cognitive styles can lead to maladaptive behaviors. In turn, maladaptive coping
strategies can worsen problems and create new stressors that reinforce negative cognitive
styles.

Most cognitive-behavioral models of depression are vulnerability–stress models.
Individuals with cognitive vulnerabilities or maladaptive coping styles are particularly
susceptible to depression when confronted by negative life events. In support of this
premise, several studies have found that depression is predicted by an interaction between
negative life events and explanatory style (Hankin & Abela, 2005).

As children enter adolescence, cognitive models of depression appear to become
increasingly relevant. Negative life events appear to increase (Hankin & Abela, 2005),
and there is some evidence that cognitive styles become more stable (McCauley, Mitchell,
Burke, & Moss, 1988) and more closely linked to depressive symptoms (Nolen-
Hoeksema, Girgus, & Seligman, 1992). Children’s self-concepts become more complex
and abstract (Damon & Hart, 1982). As self-perceptions rely more on abstract personal-
ity dimensions and less on concrete, observable behaviors, children may become increas-
ingly vulnerable to cognitive distortions related to depression. It may become more diffi-
cult to evaluate the accuracy of such self-perceptions.

Cognitive-Behavioral Interventions for Depression

Cognitive-behavioral therapy (CBT) is an efficacious treatment for depression in adults
(Butler, Chapman, Forman, & Beck, 2006) and shows promise in treating depression in
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children and adolescents (Reinecke & Ginsburg, Chapter 8, this volume; see also Weisz,
McCarty, & Valeri, 2006). Depressed adults who are treated with CBT are less likely to
relapse than those treated with medication, perhaps because CBT teaches them cognitive
and problem-solving skills that can be used to cope with stressful events and feelings of
sadness long after the treatment has ended (Hollon et al., 2005). Since the mid-1990s sev-
eral research teams have developed and evaluated depression prevention programs based
on CBT. Several of these interventions have prevented depressive symptoms or disorders
in children and adults (for recent reviews see Dozois & Dobson, 2004; Horowitz &
Garber, 2006; Merry, McDowell, Hetrick, Bir, & Muller, 2004).

THE PENN RESILIENCY PROGRAM

The PRP (Gillham et al., 1990) is a prevention program that is largely based on cognitive-
behavioral therapy and designed for early adolescents. PRP comprises twelve 90- to 120-
minute group sessions. It is most often delivered by teachers and counselors in schools,
but can also be delivered in clinic or other community settings. A group leader’s manual
provides detailed outlines for each lesson and step-by-step instructions for each activity.
Students receive an illustrated notebook with in-class activities and homework assign-
ments for each lesson. PRP is structured in a manner intended to make abstract cognitive-
behavioral concepts both accessible and relevant to children between the ages of about 10
and 14.

PRP’s pedagogic approach involves three major steps. The first step is to establish a
conceptual framework for each skill. This is typically accomplished using skits, role
plays, short stories, or cartoons that illustrate the underlying concepts on a basic level.
Once the children have a firm grasp of the key concepts, the group tackles hypothetical
examples that demonstrate how the skill is germane to real-world experiences. Finally,
students apply the skills in their own lives. The children are encouraged to share personal
examples of times when they used, or could have used, the skill in question. Weekly
homework activities encourage students to use the skills in real-life situations.

PRP includes two major components: a cognitive component and a social-problem-
solving component. These sections are by no means disparate. Cognitive techniques are
the foundation of the program and are pervasive throughout. When teaching problem-
solving skills, the program encourages students to consider beliefs and expectations that
can hinder or facilitate the implementation of these skills. In addition, effective problem-
solving techniques can provide evidence that helps to challenge negative assumptions or
hopeless expectations.

The Cognitive Component

Skill 1: The ABC Model

The goal of the initial PRP lessons is to establish the most fundamental concept of cogni-
tive theories of depression: that our emotions and behaviors are not a direct consequence
of the events that happen to us, but rather are a consequence of how we interpret these
events. To illustrate this concept, the program introduces Ellis’s (1962) ABC model. There
is an Activating event or Adversity, which prompts an automatic Belief or an interpreta-
tion of the situation, which in turn leads to an emotional and/or behavioral Consequence.
This model states that the Belief mediates the relationship between the activating event
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and the resulting emotion or behavior. The first PRP lesson focuses on the components of
the model—adversities, beliefs, and emotions. Once the students have a firm grasp of
these components, the group begins to examine the relationship between them.

ADVERSITIES (OR PROBLEMS)

The group leader facilitates a discussion of Adversities that adolescents commonly face.
The students generate an extensive list of problems they encounter on a regular basis. Stu-
dents typically cite a wide range of challenges, including difficulties with academics and
achievement, interpersonal relationships with family members, friends, and peers, and
even community problems such as crime and poverty. The goal of this discussion is two-
fold: to help students think about adversities that can be addressed in the program and to
demonstrate that problems are common occurrences and a normal part of life.

BELIEFS

The next step is to establish the role of Beliefs, or cognitions, in the ABC model. The
group leader introduces the concept of internal dialogue, or “self-talk.” Students perform
several skits that illustrate self-talk as characters confront adversities that are common
during early adolescence. Students learn that each adversity elicits thoughts or beliefs.
Although self-talk occurs instantaneously and usually goes undetected, it has a great
influence on how we respond when problems arise. The goal of this step is to help stu-
dents understand self-talk as a normal process and to encourage them to be aware of
their underlying cognitions.

EMOTIONS

The third step is to ensure that students are able to label and describe emotional
experiences—one type of “C” in the ABC model. The group leader prompts the students
to describe the experiencing of common emotions as if they were explaining the experi-
ences to an alien. Students describe the bodily sensations and actions that typi-
cally accompany each emotion. Initially, the conversation focuses on the most basic
emotions—happiness, sadness, and anger—and then progresses to more complex emo-
tions such as shame and guilt. The group leader also encourages students to think about
emotional intensity by asking students to share instances in which they felt each emotion
and to describe how intense the experience was, using a scale of 1 (a little) to 10
(extremely intense). Students later learn that cognitions not only determine the type of
emotional experience, but also the intensity of the experience.

THE LINK BETWEEN BELIEFS AND EMOTIONS

To establish the causal influence of cognitions, the group leader first uses a role play to
demonstrate that people often experience different emotions in response to the same acti-
vating event. The group leader pretends to be a volatile sports coach who berates a team’s
performance. Students are instructed to visualize the situation and to imagine that it is
actually happening. Each student then describes his or her feelings during the role play
and the intensity of this emotional experience. Invariably, students report a variety of
emotions such as shame, sadness, anger, or anxiety. Group members are encouraged to
consider the sources of the different emotional reactions.
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The group leader then asks the students to describe their internal dialogues during
the role play. In doing so, it becomes apparent that there is a pattern in which specific
thoughts elicit specific emotions. For example, a child who believes that the coach’s
behavior is excessive and unjustified (“He has no right to yell at me like that”) experi-
ences anger, whereas a child who expects negative consequences (“I’m going to get kicked
off the team”) experiences anxiety. In contrast, a child who attributes the coach’s display
of anger to a personal flaw or failing (“I must have really messed up to make the coach so
angry”) experiences sadness. The group leader draws attention to these patterns between
beliefs (B) and consequential emotions (C), stressing that it is the belief—not the
adversity—that causes an emotion.

Skill 2: Recognizing Cognitive (“Thinking”) Styles

Students learn about “thinking styles,” such as a pessimistic explanatory style, that can
precipitate and perpetuate negative emotions. For several reasons, PRP focuses primarily
on the stable (or permanent) dimension of explanatory style for negative events. Stable
and global attributions appear to be more closely linked to depression than internal attri-
butions (Abramson et al., 1989). In addition, internal attributions appear to be maladap-
tive primarily when they occur in the context of an explanatory style that is also stable
and global. Internal attributions that are unstable and specific are often adaptive, because
they encourage behavioral change and self-improvement. In contrast, external explana-
tory styles can increase anger and aggression and prevent people from recognizing the
ways in which they contribute to the problems in their lives. An early pilot of PRP, how-
ever, indicated that children had difficulty understanding the global dimension of explan-
atory style. As a result, PRP devotes this section to improving the stable dimension of
explanatory style.

Skits are used to portray and contrast different thinking styles. For example, a char-
acter named “Gloomy Greg” demonstrates a pessimistic thinking style. When a friend
encourages Greg to try out for the school basketball team, Greg cites several personal and
stable deficiencies. He convinces his friend that trying out for the team would be fruitless
and that it is not worth the effort to practice. In a parallel skit, “Hopeful Holly” encoun-
ters the same situation but responds with an optimistic thinking style. Although she rec-
ognizes that making the team will be difficult, she concludes that she has a good chance if
she practices before the tryouts. The group members discuss the emotional and behavior-
al consequences of both cognitive styles. Greg’s behavior is used to demonstrate the
notion of “self-fulfilling prophecy.” The group leader points out that Greg’s actions (not
practicing) are likely to bring about the very outcome he fears and wants to avoid (not
making the team).

Perhaps the most important component of the thinking styles section is the discus-
sion of accuracy. The group discusses the likelihood that Greg’s permanent negative
beliefs (e.g., “I can’t do anything right”; “I mess everything up”) are accurate. Students
learn that, in addition to making them feel bad, permanent negative beliefs are typically
erroneous and counterproductive. In contrast, optimistic thinking styles promote emo-
tional well-being and more effective coping strategies. The group leader also cautions stu-
dents that the goal of the program is not blind optimism, nor is it to eradicate negative
emotions. The students learn that over optimistic beliefs can hinder effective coping and
prevent people from taking action to avert negative consequences. This conversation rein-
forces the main goal of the program: resilience through accurate thinking.
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Skill 3: Cognitive Restructuring

Students learn to actively dispute negative cognitions by generating alternatives and
examining evidence. To demonstrate the importance of hypothesis testing, the group
leader reads a short story describing two detectives, one good and one bad. The good
detective makes a list of possible suspects and looks for clues before drawing any conclu-
sions, whereas the bad detective simply blames the first suspect that comes to mind. The
group leader then makes the point that, when faced with real-world problems, people
often behave just like the bad detective by accepting their initial beliefs without consider-
ing alternatives or looking for evidence. The group leader then prompts the students to
share situations in which they jumped to conclusions erroneously.

Students practice searching for evidence with a hands-on activity called the “File
Game.” The group leader distributes file folders containing documents with information
pertaining to fictional but realistic adolescent characters. The files contain a variety of
materials: report cards, graded tests, awards, various diary entries, and notes from teach-
ers, friends and family members. The first document in each file is a diary entry in which
the character writes about a problem he or she is experiencing, along with several pessi-
mistic beliefs. The students work in small groups and peruse the contents of the file to
find evidence that supports or refutes the character’s beliefs. For homework, students
practice generating alternatives and examining evidence for pessimistic beliefs that seem
to be operating in their own lives.

Skill 4: Decatastrophizing—Put It in Perspective

The program introduces the concept of catastrophic thinking (Ellis, 1962), or the ten-
dency to exaggerate and distort the implications of negative events. The group leader
recounts the well-known parable “Chicken Little,” to make the concept of catastrophic
thinking highly accessible and to provide a point of reference for future discussions. Stu-
dents learn that when faced with an adversity, people often focus exclusively on the most
negative contingencies at the expense of accurate appraisal. Such beliefs are likely to initi-
ate a spiral of negative thoughts that can result in intense anxiety or sadness. For exam-
ple, a child who witnesses an argument between his parents might report the following
chain of thoughts: My parents are fighting → they’re never going to stop fighting →
they’re going to get divorced → my dad will leave → I’ll never see my dad again.

The Putting It in Perspective (PIIP) skill is designed to counter this spiral. Students
learn to consider the worst, best, and most likely outcomes of problematic situations.
Whereas it is easy for most students to envision the worst-case scenario (e.g., the child
does not get to see his father again), students often have difficulty providing an equally
improbable positive outcome. When discussing the best-case scenario, the group leader
encourages the students to imagine outlandishly positive outcomes—the parents never
fight again, and to celebrate, they plan a long vacation in Hawaii for the entire family.
The group leader then addresses the probability of the worst and best possible outcomes
coming to fruition, stressing that they are equally unlikely, yet we are more likely to
believe the worst-case scenario. PIIP provides a frame of reference for the implausibility
of catastrophic beliefs by embellishing the best possible outcome and equating it with the
worst possible outcome.

Once the group establishes that focusing on either the worst or best possible out-
come is counterproductive, students begin discussing a problem’s most likely outcome.
Students apply skills from previous lessons to generate alternative scenarios and gather
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evidence that supports and refutes the plausibility of each outcome. In the marital conflict
example, students generally conclude that most parents fight from time to time and a sin-
gle argument is unlikely to end in divorce. The final step is to develop an active strategy
for coping with the situation and the most likely outcome if it is negative. Following this
discussion, students apply the PIIP skill to situations in which they find themselves
catastrophizing.

A crucial component of this section is to acknowledge that, occasionally, the stu-
dents will be faced with significant negative events and experiences (e.g., severe illness, a
divorce, or the death of a family member). It is vital that students do not feel as though
the program is minimizing the importance of such events. On the contrary, the program
stresses that the experience of strong negative emotions is appropriate in these circum-
stances. However, even in extreme situations, it is important that students maintain a
realistic outlook and use coping skills to improve the situation or to help themselves feel
better if the situation is uncontrollable.

Skill 5: Hot Seat

The “Hot Seat” (or “Rapid-Fire Disputation”) is a skill for challenging negative thoughts
rapidly in situations that do not allow for extensive deliberation. The Hot Seat combines
several skills—searching for evidence, generating alternatives, and putting the situation in
perspective—that can be used to fight back against negative thoughts in the moment as
they occur. Each student is presented with hypothetical adversities that require immediate
refutation of negative beliefs. For example, a student is asked to imagine that she is tak-
ing a difficult math test and begins having negative thoughts that interfere with her per-
formance. The group leader provides the student’s internal dialogue by stating negative
thoughts (“I’m going to fail this test . . . I’ll never be able to pass this class . . . I’m stu-
pid”). The student’s task is to refute these negative beliefs by providing credible counter-
evidence, generating more realistic alternative thoughts, or by providing a more accurate
appraisal of the adversity and its ramifications. The group leader ensures that the stu-
dents are providing plausible refutations and not simply minimizing the problem (“Who
cares about a stupid math test?”) or denying their personal contributions to the problem
(“It’s the teacher’s fault that I don’t know the material”). Students practice using the Hot
Seat with their own experiences several times during the rest of the program.

The Social-Problem-Solving Component

The goal of the social-problem-solving component is to provide students with a variety of
skills for handling difficult interpersonal situations and circumstances that elicit over-
whelming emotions. These skills build on and reinforce the cognitive skills that are taught
in the first six PRP sessions. Here, we briefly describe three of the major skills covered
within this component: assertiveness, relaxation, and problem solving.

Skill 6: Assertiveness

In this part of the program, students learn to identify three behavioral approaches to
interpersonal conflict—aggressiveness, passiveness, and assertiveness—and the conse-
quences of each. Students enact three skits involving an interaction between a child and a
friend who repeatedly cancels plans at the last minute. The three skits illustrate aggres-
sive, passive, and assertive responses to this situation. Students discuss the advantages
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and disadvantages of the different styles, including the likelihood that both aggressive
and passive responses will fail to solve the problem. With the deficiencies of the aggres-
sive and passive approaches apparent, assertiveness is introduced as an alternate and pre-
scriptive model. PRP’s assertiveness model has four steps, denoted by the acronym DEAL,
and is partly based on the work of Bower and Bower (1977). This method emphasizes
approaching the other person in a manner that is clear, yet respectful and non-
confrontational. The first step is to Describe the problem objectively—“The last few
times we made plans, you canceled at the last minute.” The second step is to Express how
the problem makes the student feel without blaming the other person for these
emotions—“When this happens, I feel that you don’t really want to spend time with me.”
In the third step, the person Asks for a specific change—“In the future, will you please try
to let me know further in advance if you have to cancel plans?” This must be a reason-
able request, and the requester must also be willing to change an aspect of his or her own
behavior if the situation calls for it—“Maybe I could call you the day before to confirm
our plans.” Finally, the person Lists how these changes would improve the situation—
“This would make me feel a lot better about making plans to get together again.” The
group leader works with students to identify situations in their own lives in which the
DEAL model could be helpful. Students then role-play the skill during the session in
anticipation of applying the skill in their lives.

Acting assertively can be difficult, even for adults. An important part of teaching
assertiveness is to discuss the kinds of cognitions that deter assertive behavior in favor of
a passive approach (e.g., “It’s not nice to be assertive”) or an aggressive approach (“Peo-
ple won’t take me seriously”). It is also important that the group leader acknowledges
that assertiveness will not always bring about the desired outcome. Occasionally, the stu-
dents will encounter a situation in which they and the other person do not agree on how
to resolve the dilemma. Students learn an approach to negotiation that can be helpful in
these instances.

Skill 7: Relaxation

PRP teaches students a variety of relaxation skills, including deep breathing, progressive
muscle relaxation, and positive imagery. These strategies can be used to cope with strong
negative emotions and uncontrollable stressors, such as family conflict, that often inhibit
effective coping processes like cognitive restructuring. The goal of relaxation techniques
is not to alter the type of emotion experienced (sadness or anxiety is often an appropriate
emotion in these situations), but rather to assuage the emotional intensity. Once the emo-
tion is manageable, the child can use cognitive skills to evaluate the situation accurately
and develop an adaptive coping strategy.

Relaxation skills are designed to counteract the body’s sympathetic response to stress
(muscle tension, increased heart rate, rapid breathing, etc.), which can contribute to and
exacerbate negative cognitions and emotional states (see, e.g., Clark, 1986). The first step
is to make participants aware of situations in which relaxation techniques are useful and
appropriate. The group leader asks participants to visualize a time when they witnessed
their parents or family members having an argument, in order to simulate a situation in
which these techniques may be helpful. This example is ideal not only because family
conflict tends to elicit strong emotions, but also because the child typically has little or no
control over the situation. During the visualization exercise, students attempt to recall the
thoughts, emotions, and bodily sensations they experienced during the argument. The
PRP group leader then demonstrates several relaxation exercises and has students prac-
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tice as a group. When demonstrating deep breathing, the group leader ensures that the
students focus on taking deep, slow breaths. The group leader counts out loud while the
students inhale and exhale to help them monitor the rate of their breathing. During the
muscle relaxation task, students learn to tense, and then release, each of the major muscle
groups in the body—starting with the toes and progressively working up to the face. The
third technique, positive imagery, involves visualizing a pleasant place or activity. To
demonstrate this skill, the group leader has the students close their eyes as he or she reads
a vivid passage. Students are encouraged to imagine they are at the beach and to imagine
all of the sights, sounds, smells, and other sensations described in the passage. Students
then write down their own examples of a relaxing image that they can visualize when
feeling overwhelmed by emotion.

Skill 8: Problem Solving

The final skill taught in PRP is a five-step approach to problem solving that is based
largely on Dodge and Crick’s (1990) social-information-processing model and is similar
to techniques used in other problem-solving interventions (Lochman, Coie, Underwood,
& Terry, 1993). This skill incorporates many of the cognitive and behavioral skills from
previous lessons. When confronted with problems, students learn to (1) stop and think,
and make sure they are interpreting the problem situation and others’ perspectives accu-
rately; (2) identify their goals; (3) brainstorm to create a list of possible solutions, and to
put assertiveness and other skills they have learned on this list as appropriate; (4) make a
decision by considering the likely outcomes and listing the pros and cons of different
solutions; and (5) enact a solution. Following these five steps, students are encouraged to
evaluate the outcome and to return to the five-step process (often starting with step 3) if
the solution they tried was not successful. Students first learn to apply this process to sev-
eral hypothetical but common situations, typically related to achievement or interper-
sonal issues, and then apply the skill to situations in their own lives. This problem-solving
technique was originally included in PRP to help reduce behavioral problems that are
often comorbid with depression in children (Garber, Quiggle, Panak, & Dodge, 1991).
The skill may also reduce hopelessness by conveying that there are several pathways for
solving many of the problems that students encounter.

RESEARCH ON PRP

Table 13.1 lists the empirical evaluations of PRP. The first controlled study of PRP (study
1; see Table 13.1) included fifth and sixth graders who were identified as being at risk for
depression based on elevated depressive symptoms and/or reports of family conflict. PRP
groups were led by the three lead authors of the curriculum, who were graduate students
in clinical psychology at the time. Findings from this first study suggested that PRP
improved explanatory style. The positive effects on explanatory style endured through
the final assessment point, 3 years after the intervention ended (Gillham & Reivich,
1999). PRP participants also reported fewer symptoms of depression through the 2-year
(but not the 3-year) follow-up. PRP significantly prevented moderate to severe levels of
depression. At the 2-year follow-up, PRP participants were only half as likely as controls
to report moderate to severe levels of depressive symptoms (Gillham, Reivich, Jaycox, &
Seligman, 1995). Although these findings were encouraging, the study had several meth-
odological limits, most notably the lack of random assignment.
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During the past 10 years, our research group and others have conducted several
additional studies examining the efficacy of PRP. To our knowledge, there are 13 pub-
lished, in press, and unpublished dissertation studies of PRP, making PRP one of the most
widely researched depression prevention programs. All of these studies examine PRP’s
effect on depressive symptoms by comparing intervention and control groups. Most used
randomized controlled designs. Together, they included more than 2,000 children and
adolescents. In most studies, samples were predominantly European American and from
middle-class suburban communities, but PRP has also been evaluated with children of
African and Latino descent, with children living in China and Australia, and in inner-city,
suburban, and rural communities. About half of the studies investigated PRP with tar-
geted samples that included children at risk for depression because of elevated depressive
symptoms or family conflict. The other half investigated PRP when delivered to all chil-
dren who signed up for the project regardless of risk status. PRP group leaders have
included the PRP intervention developers, graduate students, and researchers, as well as
teachers, psychologists, and counselors in school and other community settings.

Table 13.1 summarizes these 13 studies, including information about the significance
of intervention effects on depressive symptoms as measured by the Children’s Depression
Inventory (Kovacs, 2001). Effect sizes were estimated by dividing the difference between
experimental and control group means by the standard deviation of the control group,
following procedures used by Smith, Glass, and Miller (1980) and in recent meta-
analyses of depression prevention and treatment programs for children and adolescents
(Horowitz & Garber, 2006; Weisz et al., 2006). This effect size is one variation of
Cohen’s d (Cohen, 1988), which can also be calculated using the pooled standard devia-
tion. A major advantage of using experimental and control group means and the control
group standard deviation is that this information is typically reported in research reports
and therefore allows for a standard procedure across studies. It is important to note,
however, that the effect size estimates generated by this approach sometimes differ from
the effect sizes reported in research papers. Discrepancies can reflect several issues,
including (1) the use of raw scores rather than transformed scores, (2) the use of raw
means rather than means controlling for baseline symptoms and baseline differences on
other variables, and (3) the underestimation of effect sizes when the pooled standard
deviation is lower than the control group standard deviation (as in study 1, for example).

For each study, we report the range of effect sizes from postintervention through the
final follow-up. Like Horowitz and Garber (2006), we also report effect sizes at the
postintervention assessment and for the assessment closest to 6 months postintervention.
Estimates were calculated so that positive values represent a benefit of the intervention
relative to the control group. For studies that compared PRP with both a no-intervention
control and an alternate intervention or attention control group (3, 5, and 12), we report
effect sizes for the PRP versus no-intervention control comparisons. In studies that evalu-
ated two different versions of the PRP children’s program (1, 5, and 10), we pooled the
means of the two different PRP conditions and calculated one effect size comparing the
combined PRP groups with those in the control condition. For the study (2) that included
PRP, PRP combined with a parent intervention, and a no-intervention control, we report
the comparison of each intervention condition to the control condition.

Effects on Depression

Taken together, the existing studies suggest that PRP reduces and prevents symptoms of
depression, although some studies have failed to find positive effects. An examination of
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statistical significance indicates that five studies report significant effects on depressive
symptoms. Five studies report mixed results such as significant effects at one of two
assessments (study 6), for one of two subgroups of participants (7, 11, and 12) or for one
of two PRP conditions (2). Three studies report no significant intervention effects on
depressive symptoms. The lack of significant findings in two of these (4 and 5) may in
part reflect limited statistical power due to small sample size. The dissertation study by
Miller (4) should probably be discounted, as it was limited by several serious method-
ological constraints, including a nonrandomized design, baseline differences between
intervention and control participants, and participants who were in mid- to late adoles-
cence, well above the recommended age range for PRP.

An examination of effect sizes indicates that intervention effects vary across studies
and across assessments within studies. The average study intervention effect size across
studies is approximately 0.09 at postintervention and 0.32 at the 6-month follow-up.
These effect sizes are approximately 0.12 and 0.22, respectively, when weighted for sam-
ple size. A few studies find moderate effect sizes (d > 0.40) at some assessments. In com-
parison, a recent meta-analysis of depression prevention studies with children and adoles-
cents reported average effect sizes of 0.16 at postintervention and 0.11 at the 6-month
follow-up (Horowitz & Garber, 2006).

Effects on Other Outcomes

In theory, PRP works because it teaches cognitive restructuring and a variety of problem-
solving skills that students can use to effectively manage negative emotions and challeng-
ing or stressful events in their lives. Consistent with this view, a few studies have found
that PRP reduces children’s negative automatic thoughts and hopelessness, and improves
explanatory style (e.g., studies 1, 7, 8, and 10).

Depressive symptoms and disorders are associated with a variety of other problems
during childhood and adolescence, particularly anxiety and behavioral problems. A few
studies have looked at PRP’s effects on these outcomes. Three studies (5, 9, and 13)
examined PRP’s effects on anxiety symptoms and two (9 and 13) found significant inter-
vention effects. An evaluation of PRP that included a parent intervention component
(study 13) found significant and substantial prevention of anxiety symptoms through 1
year of follow-up. More specifically, during the year following the intervention, 30% of
controls, but only about 5% of PRP participants, reported very high levels of anxiety
symptoms. Interestingly, in the evaluation by Roberts and colleagues (study 9), PRP
reduced anxiety symptoms at most assessment points but did not significantly affect
depressive symptoms. Although there was no direct effect of PRP on depression, the
researchers reported that PRP’s effects on anxiety appeared to mediate effects on depres-
sive symptoms.

There is some evidence that PRP reduces and prevents behavioral problems. In the
initial evaluation, PRP reduced externalizing symptoms through the 6-month follow-up
(the last assessment point at which these symptoms were examined; study 1). An evalua-
tion of PRP in Australia found significant reductions in externalizing symptoms relative
to control at postintervention, but not at later follow-up assessments (study 9). A recently
completed evaluation of PRP found significant prevention of externalizing symptoms
over a 30-month follow-up period (study 12; Cutuli, 2004). This study also found that
PRP’s effects on depression were particularly strong for children who exhibited behavior-
al problems at the start of the study (study 12; Cutuli, Chaplin, Gillham, Reivich, &
Seligman, 2006).
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To our knowledge, only one completed study has examined PRP’s effect on psycho-
logical disorders. In that study (11), PRP was delivered by mental health professionals
working in a primary care setting. The researchers tracked children’s diagnoses of depres-
sion, anxiety, and adjustment disorders that included depressed or anxious mood for 2
years postintervention. No overall prevention effect was found. At the same time, there
was a significant interaction of intervention condition with initial symptom level, such
that PRP prevented disorders in children with high (but not low) levels of depressive
symptoms at baseline. Among the high symptom group, 56% of controls, as compared
with 36% of PRP participants, were diagnosed with depression, anxiety, or adjustment
disorders during the follow-up period. Our research group is currently conducting a large
school-based evaluation of PRP that will also examine whether PRP prevents depression
and anxiety disorders.

These research findings are encouraging. They suggest that PRP has beneficial effects
on depression, anxiety, and behavioral symptoms in children and adolescents. In some
studies, these effects are long-lasting, enduring for 2 or more years after the intervention
(e.g., studies 1, Gillham, 1995; 7, Cardemil, Reivich, Beevers, Seligman, & James, 2007;
12, Gillham et al., 2007). As is clear in Table 13.1, however, there is considerable vari-
ability in PRP’s effects across studies and even within studies. PRP’s effects sometimes
vary by gender (studies 1, Reivich, 1996; and 11), by race or ethnicity (7), by school (7,
12, Gillham et al., 2007) or by participants’ initial levels of depression (11) or behavioral
symptoms (12, Cutuli, Chaplin, Gillham, Reivich, & Seligman, 2006). We are unable to
detect a clear, consistent pattern to such moderators. Most studies of PRP do not find or
do not examine moderators. Among studies that report moderator effects, the direction
of these effects often varies. For example, although the initial evaluation of PRP found
stronger effects for boys than for girls, the opposite pattern was observed in the study of
PRP in a primary care setting (11). To some degree, the inconsistencies across studies
reflect variations in methods, including sample size (statistical power), condition assign-
ment (group equivalence), and statistical analyses.

Recently, we have become concerned about the possibility that the inconsistency in
findings reflects, in part, a drop-off in effects as evaluations of PRP move along the contin-
uum from efficacy to effectiveness to dissemination. Our observations are speculative at this
point because the number of studies is quite small. With that caveat in mind, we report some
preliminary findings. Of the four studies (1, 2, 7, and 13) in which groups were led by PRP
developers and others close to the research team, three (1, 2, and 13) found significant
effects on depression and one (7) produced mixed results. The average of the post-
intervention and 6-month effect sizes for these studies is about 0.27, unweighted, and 0.26,
weighted for sample size. (Average effect sizes were similar when calculated excluding data
from PRP interventions that included a parent component.) Of the five studies (3, 8, 10, 11,
and 12) in which group leaders were real-world providers trained and supervised by the
PRP research team, three (3, 8, and 10) found significant effects and two yielded mixed
results. The average of the postintervention and 6-month effect sizes for these studies is
about 0.19, unweighted, and 0.16, weighted for sample size. Of the three studies in which
group leaders received some initial training but not ongoing supervision from the PRP
research team, one (6) yielded mixed results and the others (5 and 9) found no significant
effects of PRP on depression. The average of postintervention and 6-month effect sizes for
these studies is about 0.12, unweighted, and 0.09, weighted for sample size. (The findings of
Miller (1999) would also fit into this third category inasmuch as the groups were led by an
individual with some previous PRP training, but no supervision from the PRP research team
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while implementing the intervention. Effect sizes could not be estimated for that study
because standard deviations were not reported.)

The apparent drop-off in effectiveness is similar to that reported for the Resourceful
Adolescent Program (another cognitive-behavioral depression prevention program) when
group leaders were school staff rather than members of the research team (Harnett &
Dadds, 2004; Shochet et al., 2001). This parallels the observations by Weisz and others
that psychotherapies found to be efficacious in university-based studies often fail to have
dramatic effects in the real world (Weisz, Donenberg, Han, & Weiss, 1995). There are
many possible explanations for this difference, including differences in the interven-
tion participants, intervention providers, and institutional environments and supports
(Schoenwald & Hoagwood, 2001; Weisz & Jensen, 2001; Weisz & Kazdin, 2003).

Research on PRP is only beginning to explore the process of intervention dissemina-
tion. The reduction in findings as contact with the PRP research team diminishes suggests
that intervention integrity (the degree to which leaders cover the PRP material) is a key
factor in the success of PRP. In support of this possibility, the evaluation of PRP in the
primary care setting found that intervention integrity was related to PRP’s effects on
depressive symptoms. PRP prevented depressive symptoms among participants in high,
but not low, integrity groups (Gillham, Hamilton, Freres, Patton, & Gallop, 2006).
Clearly, it will be important to address intervention integrity and other factors affecting
dissemination if PRP is to live up to its initial promise and benefit a large number of chil-
dren in real-world settings.

CURRENT AND FUTURE DIRECTIONS

Most of the current work on PRP explores three related questions:

1. How does PRP work when it is effective?
2. How can PRP’s effects be enhanced?
3. How can we facilitate effective real-world implementation and dissemination?

In theory, PRP works by teaching cognitive-restructuring, coping, and problem-
solving skills that help participants to counter pessimistic attributions and expectancies
and manage life stressors more effectively. Previous studies have often found beneficial
effects of PRP on automatic thoughts, explanatory style, hopelessness, and self-esteem
(e.g., studies 1, 7, 8, and 11), and some research suggests that changes in such cognitions
partially mediate PRP’s effects on depressive symptoms (e.g., studies 1 and 8). To date,
there is little research examining whether PRP improves children’s coping and problem-
solving skills. Recent research suggests that much of cognitive-behavioral therapy’s effect
is a function of the behavioral component (Jacobson et al., 1996). Research is under way
that examines PRP’s effect on children’s use of the coping and problem-solving techniques
such as assertiveness, negotiation, relaxation, and decision making, and whether in-
creases in these skills mediate PRP’s effects on depression and anxiety. Through under-
standing the mechanisms by which PRP works, we hope to further refine the intervention
so that it produces more powerful and more consistent effects.

Another way in which we are trying to boost PRP’s effects is by including parents in
the intervention. Research suggests that children internalize their parents’ explanatory
styles and adopt the coping strategies that their parents habitually use when confronting
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stressors in their lives (Garber & Flynn, 1998). Thus, interventions with parents may pro-
vide a powerful pathway to prevention. Over the past few years, our research team has
developed and begun to evaluate a group intervention designed to teach parents to use
the cognitive and problem-solving skills of PRP in their own lives. We hope that this
intervention will boost PRP’s effects by facilitating parents’ abilities to model effective
coping strategies and support their children’s use of these strategies.

In a recently completed pilot study, the combined PRP and parent intervention
(study 13) significantly reduced symptoms of depression and anxiety relative to a control
condition over a 12-month follow-up period. A large longitudinal study, currently in
progress, is investigating whether the combination of the PRP and parent interventions is
superior to PRP alone. In this study, children and parents are also participating in booster
sessions that are designed to help them apply the PRP skills to stressors and challenges
they face during the first 2 years following the intervention, as the children make the
transition from middle to high school. All students and parents participating in the inter-
vention conditions attend booster sessions, so this study will not directly examine the effi-
cacy of the booster sessions. We will examine whether the addition of a parent interven-
tion component strengthens PRP’s effects on children’s cognitions related to depression,
coping and problem-solving skills, and depression and anxiety symptoms. We will also
examine the effects of the parent intervention on parents’ explanatory styles and depres-
sive symptoms and whether changes in these outcomes mediate PRP’s effects on children’s
well-being.

We are also collaborating on research that integrates PRP with interventions that
more directly target parent and family factors. Children whose parents suffer from clini-
cal depression are at particularly high risk for depression (Beardslee, 2002; Goodman &
Tully, Chapter 17, this volume). In addition, childhood depression is associated with fam-
ily conflict and with parenting characterized by low levels of care and high levels of criti-
cism or intrusiveness (Diamond, Serrano, Dickey, & Sonis, 1996). These different parent
and family risk factors often co-occur, so that parents who are depressed are more likely
to exhibit parenting characterized by low levels of care and high levels of criticism. Their
marriages are characterized by higher levels of conflict (Downey & Coyne, 1990). Many
of the PRP skills can be applied to children’s responses to family turmoil and parental
depression. For example, PRP specifically teaches children to challenge negative beliefs
(particularly self-blame and catastrophic predictions) associated with parental conflict
and to cope more effectively with the strong emotions that often result from such conflict.
However, interventions that combine and integrate cognitive-behavioral and family
approaches may more powerfully address the family factors that increase children’s risk
for depression. To that end, we are collaborating with a research group that is developing
an intervention that blends PRP skills with Attachment-Based Family Therapy (Boyd,
Diamond, & Bourjolly, 2006).

PRP’s effects may also be enhanced by tailoring it to subgroups of children at ele-
vated risk for depression. Given the gender difference in depression that emerges in ado-
lescence, one subgroup of particular interest is girls. In most studies, PRP groups include
both boys and girls. However, there are several reasons to expect that early adolescent
girls would benefit from an all-girls format. Educational research suggests that in coed
environments, girls may receive less attention than boys (Bailey, 1993). Over the years,
several group leaders in our PRP studies have expressed concern about this issue, report-
ing that they devote more energy into engaging boys—perhaps at the expense of girls—
because boys are more likely to call out and be disruptive during sessions. Most impor-
tant, girls experience different stressors than boys during early adolescence. For example,
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the physical changes associated with puberty are viewed more negatively by girls than by
boys. These concerns about body image appear to be closely connected to the rise in
depressive symptoms that begins in early adolescence (Petersen, Sarigiani, & Kennedy,
1991). Many girls feel more comfortable discussing these and other concerns in an all-
girls rather than coed setting.

A recent study evaluated PRP’s effectiveness when delivered in an all-girls format
(study 10). Girls were randomly assigned to coed PRP, all-girls PRP, or control condi-
tions. Both PRP conditions covered the same content, and both significantly reduced
depressive symptoms relative to control. There was some evidence for greater benefits in
all-girls PRP. At the end of the intervention, girls in the all-girls PRP condition reported
significantly lower levels of hopelessness than girls in the coed PRP and control groups. In
addition, girls’ attendance was higher in the all-girls PRP group than in the coed PRP
group, suggesting a preference for that intervention format.

Moving PRP to an all-girls format was a fairly simple change. PRP’s effects could be
enhanced further by taking advantage of the all-girls format to target more explicitly such
risk factors as body image concerns, sociocontextual factors, and response styles (such as
rumination), which are particularly relevant to girls during the transition from childhood
to adolescence. We recently developed a new intervention, the Girls in Transition (GT)
program, which attempts to do just this. GT includes many of the PRP concepts and
skills, but also includes new lessons that focus on additional concepts and skills that may
be particularly important to girls as they navigate the challenges of early adolescence. In
GT, the application of cognitive skills is extended as the girls are encouraged to examine
deeper beliefs, such as underlying assumptions (e.g., “It’s very important to be popular or
physically attractive”) and stringent standards (e.g., “Good people are liked by every-
one”; “Good students do well at everything”) that may be common during the middle
school years. The girls are encouraged to apply the cognitive restructuring techniques to
these kinds of dysfunctional beliefs and to the negative thoughts they generate, as well as
to media and societal messages about the importance of attractiveness and gender stereo-
types that can be harmful to girls. In the assertiveness and problem-solving lessons, the
girls learn the approaches covered in PRP, but these skills are applied more explicitly to
relational aggression (Crick & Grotpeter, 1995). In addition, there is more emphasis on
examining beliefs that can make it difficult for girls and women to express anger or to act
assertively. Anger expression is a particularly important issue to address, inasmuch as
recent research suggests that girls and women who restrict anger expression may be at
increased risk for depression (Chaplin & Cole, 2005). In an expanded section on coping
with emotions, the girls discuss rumination and other response styles and learn specific
strategies for managing sadness and anxiety and for breaking the cycle of rumination.
The final sections of GT encourage the girls to think critically about societal and media
messages that seem to place limits on women’s abilities or great importance on unrealistic
ideals for physical appearance. The girls are encouraged to put these messages in perspec-
tive by (1) thinking about the qualities that are important in their lives, particularly in
their close relationships, (2) reflecting on their own goals, and (3) identifying positive role
models (see, e.g., Wilgosh, 2002). A small pilot of this intervention is currently under
way.

Although research on PRP is encouraging, the inconsistency in findings across stud-
ies (and within some studies) reminds us of the importance of keeping dissemination at
the forefront as research on PRP moves into the future. Members of our research team
are working to develop and integrate new intervention components, such as videos and a
computer program based on PRP that can provide a standardized wide-scale delivery of
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the intervention or can be used to supplement the in-person PRP curriculum. Our pri-
mary focus is on developing and refining training procedures to help ensure successful
delivery of the PRP intervention as it is delivered in schools, after-school programs, clin-
ics, and other real-world community settings that serve children and their families.

Schools offer great promise for wide-scale prevention. The majority of adolescents in
this country attend public or private schools, and schools are major providers of mental
health services. Most schools are ill-equipped to take on the challenges and opportunities
posed by prevention, however, as they are not adequately staffed to treat children’s men-
tal health problems, let alone prevent them (Doll, 1996; Gutkin, 1995; Pfeiffer & Reddy,
1998; Reeder et al., 1997). In addition, recent surveys of school psychologists suggest
that most do not have the training needed to deliver cognitive-behavioral interventions
like PRP (Miller, DuPaul, & Lutz, 2002).

To better prepare school staff to deliver interventions like PRP, we are refining our
procedures for group leader training and supervision. In our current trainings, as in the
past, we teach prospective group leaders about the cognitive-behavioral models of
depression that underlie the PRP skill set and we coach leaders and provide extensive
feedback as they practice delivering the intervention. But our current training also teaches
prospective leaders to use and apply the PRP concepts and skills in their own lives. We
hope that this personal, deeper knowledge of the cognitive-behavioral concepts and skills
will increase group leaders’ competence and effectiveness as they help their students apply
the PRP skills to the day-to-day experiences and challenges of early adolescence.

CONCLUSIONS

Adolescence appears to be a crucial time in the etiology of depression and an important
opportunity for prevention efforts. Interventions that teach cognitive and problem-
solving skills may prevent depression by helping students to navigate the challenges of
adolescence more successfully. Several group cognitive-behavioral interventions, includ-
ing PRP, show promise in preventing depression and appear to improve other outcomes,
such as in anxiety and conduct problems, that often co-occur with depression in youth.
However, findings across and within studies are inconsistent, underscoring the need to
determine when and how interventions like PRP work and how to boost their effective-
ness as they are implemented in real-world settings. Depression prevention research will
live up to its promise if interventions like PRP can be successfully implemented by
schools, clinics, and other community settings. It is one thing to show that depression can
be prevented and quite another to actually achieve wide-scale prevention. The challenge
ahead is to bridge this gap (Weisz et al., 1995).
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14 Integrating Individual
and Whole-School Change
Approaches in the Prevention
of Depression in Adolescents

Susan H. Spence

To date, most approaches to the prevention of depression in children and
adolescents have emerged from theories that propose that intrinsic cognitive and behav-
ioral characteristics of the individual can influence the impact of life stress events or bio-
logical predisposition, and/or have a direct effect upon the development of depression
(Abramson et al., 1999; Clark, Beck, & Alford, 1999; Lewinsohn, Clarke, Hops, &
Andrews, 1990; Stark, Rouse, & Livingston, 1991; Vostanis & Harrington, 1994). There
has been a good deal of overlap in the content of depression prevention programs, with
most aiming to enhance individual attributes such as social skills, coping skills, self-
regulation, optimistic and adaptive cognitive style, and problem-solving skills. In some
instances prevention programs have been implemented with whole populations of young
people, irrespective of risk status (universal prevention). In others, the intervention has
been restricted to individuals who are already experiencing elevated but subclinical symp-
toms (indicated prevention) or who are judged to be at increased risk of developing a dis-
order as a consequence of some specific feature within the individual or environment,
such as the offspring of parents with an affective disorder, children with a pessimistic cog-
nitive style, or children who have experienced abuse, family conflict, parental divorce, or
death of a parent (selected prevention) (Mrazek & Haggerty, 1994).

The focus of this chapter is on school-based, universal approaches to prevention,
rather than approaches that are restricted to individuals at specific risk or who already
show elevated symptoms of depression. Universal, indicated, and selected approaches to
prevention are proposed to have relative advantages and disadvantages (Offord, Kraemer,
Kazdin, Jensen, & Harrington, 1998). The proponents of universal approaches suggest
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that the advantages of universal prevention over selected or indicated programs include
(1) avoidance of labeling effects associated with being selected as being “at risk,” (2)
better participation rates, and (3) ability to target a wide range of risk factors simulta-
neously (Shochet & Ham, 2004). The population health approach of universal preven-
tion aims to reduce the overall burden of depressive disorders in the community by
changing the distribution of one or more risk or protective factors in a population. A rel-
atively small reduction in a risk factor at a whole-population level may produce a greater
reduction in the number of clinical cases of a disorder than a large reduction in that same
risk factor for a relatively small number of individuals with initially high levels of that
risk factor (Mason, Scott, Chapman, & Shihfen, 2000; Rose, 1992). The major disadvan-
tages of universal programs are the fiscal and logistical costs involved and the inability to
provide in-depth, individualized intervention.

THE EVIDENCE

Research into the efficacy and effectiveness of interventions to prevent depression in
young people is still in its early stages. Although studies have been conducted in this area,
they have suffered from a range of methodological design problems that severely limit the
conclusions that can be drawn (Merry, McDowell, Hetrick, Bir, & Muller, 2004). These
problems include small sample sizes, low participation rates and poor retention rates
(raising issues of representativeness of the sample), inadequate durations of follow-up,
lack of attention to placebo control conditions, insufficient training of staff, absence of
independent confirmation of quality and fidelity in program delivery, and reliance on self-
report of depressive symptoms. Most research has also failed to examine whether a pro-
gram was successful in changing the cognitive or behavioral skills that it aimed to
improve and whether such changes played a mediating role in reducing or preventing
depression. In a recent Cochrane meta-analysis, Merry, McDowell, Hetrick, et al. (2004)
concluded that “psychological interventions were effective compared with noninter-
vention immediately after the programmes were delivered with a significant reduction
in scores on depression rating scales for targeted (standardized mean difference [SMD] of
–0.26 and a 95% confidence interval (CI) of –0.40 to –0.13 ) but not universal interven-
tions (SMD –0.21, 95% CI –0.48, 0.06).” Effect sizes were minimal when long-term
effects of universal interventions for depression prevention were considered. Merry et al.
concluded that there was currently insufficient evidence to justify widespread dissemina-
tion of psychological approaches to depression prevention.

Although additional studies have been published since the Merry, McDowell,
Hetrick, et al. (2004), meta-analysis, the results relating to universal prevention for
depression continue to be conflicting. For example, Pössel, Horn, Groen, and Hautzinger
(2004) examined the effects of a school-based intervention that included cognitive
restructuring and assertiveness and social competence training. An experienced trainer
and cotrainer led each session, with single-sex groups, over 10 weeks. Trainers received
thorough training, which included observation of all sessions led by another trainer, fol-
lowed by regular supervision of videotaped sessions. The results indicated a significantly
different pattern of results for students at different levels of risk. Those with minimal lev-
els of depressive symptoms at pretest showed significantly lower rates of increase in
depression symptoms following participation in the intervention, as compared with no-
intervention controls over the 6-month follow-up period. Students who initially reported
subsyndromal depression scores showed a significant decrease in depression scores over

334 PREVENTION OF DEPRESSION



time, whereas the control group continued to show elevated levels of depression. Of those
who initially had depression scores in the clinical range, only the no-intervention control
group showed a significant reduction in depression. A subsequent article reporting on the
same study noted that, contrary to expectations, students who were low in self-efficacy
benefited more from the program than high self-efficacy students (Pössel, Baldus, Horn,
Groen, & Hautzinger, 2005).

Shochet et al. (2001) reported small, but significant preventive effects in an evalua-
tion of the Resourceful Adolescent Program (RAP), although this benefit was evident in
only one of the two depression measures. The study was also limited by the lack of ran-
dom assignment to conditions. Two subsequent evaluations of RAP have also been
reported. In the first study, no short-term or long-term effects were found for RAP in
comparison to no intervention when it was implemented by teachers (Harnett & Dadds,
2004). In the second study, the RAP approach was compared with a placebo intervention,
with log-transformed data for depression scores, averaged over time to 18-month follow-
up, showing significantly greater effects for the active intervention group on one out of
two depression measures (Merry, McDowell, Wild, Bir, & Cunliffe, 2004). However, the
effect sizes between intervention and attention placebo control groups at each follow-up
were minimal. It was noted that the placebo intervention included elements that had the
potential to influence depressive symptoms, including identification of pleasant activities,
group problem solving, and body language. Thus, we cannot discount the possibility that
the placebo condition may also have had an active effect on student well-being. More-
over, the study did not include a no-intervention control group, making it difficult to
draw conclusions about the impact of RAP.

In their Cochrane meta-analysis, Merry, McDowell, Hetrick, et al. (2004) noted that
most follow-up periods were limited to less than 1 year and little evidence existed regard-
ing long-term outcomes. Spence, Sheffield, and Donovan (2005) reported the 2-, 3-, and
4-year follow-up results of a universal preventive intervention. The study involved a ran-
domized controlled trial of the Problem Solving for Life program, a teacher-administered,
classroom-based, universal intervention that aimed to teach a range of problem-solving
and cognitive coping skills to assist grade 8 students to deal successfully with challenging
life situations. Sixteen schools were randomly assigned to either the intervention or con-
trol group. In an earlier article, the authors reported positive short-term preventive effects
(Spence, Sheffield, & Donovan, 2003). From pre- to posttest, high-symptom students in
the intervention group showed a significantly greater decrease in depressive symptoms
and increase in problem-solving skills than high-symptom students in the control group.
For students with low levels of baseline depression symptoms, the control group demon-
strated a short-term increase in depression scores and a decrease in problem-solving
skills, whereas those in the intervention condition demonstrated a slight decrease in
depression scores and an increase in problem-solving ability immediately following the
intervention. For students in general, those who reported greater reductions in depression
following the intervention tended to be those who reported greater improvements in
problem-solving skills, supporting the mediational role of problem-solving skills in pre-
venting depressive symptoms. Although the short-term results were encouraging, at 12-
month follow-up the intervention effects were no longer present.

Spence, Sheffield, and Donovan (2005) suggested that although benefits were not
evident at 12-month follow-up, positive effects would be likely to emerge over subse-
quent years, as the students encountered the stressful life events related to adolescence.
However, no significant differences were found between the intervention and control con-
ditions in the trajectories of depressive symptoms over the 4-year follow-up period. Simi-
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larly, there were no long-term differences between groups in the level of problem-solving
skills or attributional style.

A study reported by Sheffield et al. (2006) also failed to find positive outcomes for
the Problem Solving for Life program, even at posttest. This was a complex study com-
paring the outcomes of universal, indicated, and combined universal plus indicated
approaches to the prevention of depression among adolescents with elevated symptoms
of depression. The rationale for the study was based on the premise that universal,
classroom-based preventive programs may be insufficient to produce lasting protective
effects for at-risk youth. It was proposed that the addition of a small-group, intensive
indicated intervention, implemented by highly trained health professionals, for students
with elevated depression symptoms can produce stronger and more durable benefits than
a universal approach alone. Two separate state teams implemented the study so as to pro-
vide built-in replication of results. All students in grade 9 (ages 13–15 years) of 36 high
schools were approached to participate. Approximately 50% provided consent and were
then screened with the use of two self-report questionnaires on depressive symptoms. Stu-
dents scoring in the top 20% on the composite scores of the Children’s Depression Inven-
tory (CDI) and the Center for Epidemiologic Studies Depression Scale (CES-D) were
followed-up over the intervention period and at 12-month follow-up. Schools were
matched across a range of demographic variables relating to socioeconomic status, gen-
der mix of school, public/private status, and rural/urban location and randomly assigned
to a universal, indicated, combined universal + indicated, or control condition. The uni-
versal program was the Problem Solving for Life curriculum (discussed above), imple-
mented by teachers, with whole classrooms of students, which was conducted for one
classroom session (45–50 minutes) per week over 8 weeks. In this condition, the high-
symptom students completed the sessions along with the rest of their classmates. The
indicated intervention, Adolescent Coping with Emotions (Kowalenko et al., 2002), was
conducted in small groups of 8–10 students by a trained health professional or school
counselor and was designed specifically to build resilience and reduce depressive symp-
toms in students who reported initial elevated but subclinical levels of depression. It
included extended session duration (eight, 90-minute, weekly sessions) and an intensive
focus on social skills training, self-reward skills, conflict resolution, and assertiveness, in
addition to cognitive restructuring and life-problem-solving skills training. Students in the
combined approach received the universal program first, followed by the intensive indi-
cated program.

The 12-month follow-up commenced at the end of the combined intervention. Con-
trary to hypotheses, there were no significant differences in depression trajectories
between any of the intervention approaches and the no-intervention control condition for
either self-reported depressive symptoms or incidence of depressive episodes, as measured
by clinical interview, for the high-symptom students. Also contrary to predictions, the
combined universal plus indicated program did not produce superior results to either
intervention alone. Irrespective of experimental condition, students with high initial levels
of depressive symptoms reported a steady decline in depressive symptoms over time.
There were also no significant differences between groups in terms of changes in anxiety,
hopelessness, thinking style, coping skills, or social adjustment. An important finding was
that the outcomes were the same at the two intervention sites. There was no evidence of
differential outcomes for boys and girls, nor according to severity of initial depressive
symptoms. The sample size was large (455 high-symptom students), which was sufficient
to detect even a small intervention effect. The attrition rate was relatively low, with 86%
of the students being available at 12-month follow-up. In addition, there were no signifi-
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cant differences in demographic or pretest mental health variables between those who
remained in the study and those who were not available at follow-up.

Of particular relevance to this chapter were the findings for the universal versus no-
intervention control conditions. The universal condition included all children within the
classroom, irrespective of level of depressive symptoms. This component of the study
compared students in the nine intervention schools with those in the nine no-intervention
control condition. No significant differences between the intervention and control stu-
dents were found in terms of changes in depression, anxiety, coping skills, or social
adjustment over time from baseline to postintervention and 12-month follow-up. Both
conditions showed a small but significant decrease in depression scores over time.

The Sheffield et al. (2006) study has some important methodological strengths; thus,
these findings should be taken seriously. Two independent research teams conducted the
evaluation, and equivalent results were found at the two sites. The sample size was large,
the attrition rate was relatively low, and the schools were broadly representative of the
general population. Its weaknesses include reliance on student self-reports and a rela-
tively low participation rate. Moreover, the 6 hours of teacher training may not have been
sufficient to ensure adequate skill in program delivery, and fidelity checks relied on
teacher reports rather than direct observation. Nevertheless, the study clearly brings into
question the effectiveness of cognitive-behavioral, school-based interventions in prevent-
ing depression in adolescents.

WHAT HAVE WE LEARNED?

In response to the relatively poor results, we considered various possible explanations
and ways in which we could strengthen the efficacy and effectiveness of school-based
interventions for depression prevention. A valid test of efficacy requires that we can dem-
onstrate that the intervention has been administered with fidelity. As noted above, studies
to date have typically relied on staff members’ self-reports of their quality and rigor in
implementation, rather than independent evaluation, leaving open the question of
reporter bias. Most studies have involved teachers or graduate students in implementa-
tion of the programs, and it remains to be demonstrated that they have the skills, knowl-
edge and expertise in mental health and cognitive-behavior therapy to enable high-quality
administration.

A second possible explanation for the poor results is the relatively short length of
intervention. The vast majority of studies to date have evaluated interventions of about
8–20 weeks duration, usually involving rather brief sessions of 30–90 minutes. It may be
unrealistic to expect such a low dosage to be sufficient to teach the skills necessary to
alter the developmental pathways of children at high risk for depression. Those studies
that examined whether intervention produced significant and durable learning of targeted
skills have yielded mixed results. For example, short-term positive changes in response to
intervention have been reported for negative automatic thoughts (Cardemil, Reivich, &
Seligman, 2002) and negative problem-solving orientation (Spence et al., 2003). In both
studies, these skills were found to mediate short-term changes in depressive symptoms,
although Spence et al. (2003) did not find maintenance of problem-solving skills by 1-
year follow-up. Other researchers have failed to find positive changes in targeted skills,
including explanatory style, negative automatic thoughts, coping skills, and social skills
(Cardemil et al., 2002; Harnett & Dadds, 2004; Pattison & Lynd Stevenson, 2001; Pössel
et al., 2004; Quayle, Dziurawiec, Roberts, Kane, & Ebsworthy, 2001). Thus, one of the
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explanations for the relatively poor effects on depression may be the failure of the inter-
ventions to produce significant improvements in the skills they purport to teach.

A third potential reason for the poor results is the tendency for interventions to focus
on changing the characteristics of the young people in the absence of efforts to change
environmental factors that influence emotional well-being. Ecological models of mental
health emphasize the causal influence of the environment and suggest that a focus purely
on individual change is unlikely to be sufficient to promote emotional well-being
(Bronfenbrenner, 1979; Lerner, 1986). It is well recognized that family and social factors,
including parent psychopathology, marital discord, parent–child relationships, and low
parental support, are implicated as risk factors for depression in young people (Reinecke
& Simons, 2005; Spence & Reinecke, 2003). Similarly, children’s experience of school,
such as being exposed to bullying, and the quality of relationships with peers and teach-
ers have an important influence on emotional well-being (Bond, Carlin, Thomas, Rubin,
& Patton, 2001; Roeger, Allison, Martin, Dadds, & Keeves, 2001). To date, efforts to
involve families in programs to prevent depression have mainly involved children at risk
as the result of a bereavement, trauma, or parental separation/divorce (Beardslee,
Versage, Wright, & Salt, 1997; Sandler et al., 2003; Wolchik et al., 2002). Very few stud-
ies involving universal approaches have attempted to involve parents. The one notable
study that tried to do so found a low rate of parental attendance at sessions (Shochet et
al., 2001), and it is likely that parents of students most at risk were those least likely to
attend.

There has also been little attempt to change school environments in an effort to
reduce the development of depression. However, the increasing awareness of the impact
of the school experience on emotional development has resulted in a shift toward school-
based policies that promote mental health in young people, consistent with recommenda-
tions in the World Health Organization’s Global School Health Initiative (World Health
Organization, 1998). In Australia, these include the MindMatters whole-school change
initiative (Wyn, Cahill, Holdsworth, Rowling, & Carson, 2000) and the National Safe
Schools Framework (Curriculum Corporation, 2003). Consistent with these approaches,
the Gatehouse Project, described by Patton, Bond, Thomas, and Toumbourou (1998),
attempted to promote the emotional and behavioral well-being of youth in secondary
schools through an intervention that targeted both individual and school-level factors.
The project demonstrated a significant impact on young people’s substance use, although
contrary to expectations, it had no impact on depressive symptoms (Bond et al., 2004).

The beyondblue Schools Research Initiative

The beyondblue schools research initiative is a new approach that aims to overcome
many of the limitations in previous approaches to the prevention of depression in young
people. It was developed in response to the increasing awareness of the need for preven-
tive interventions for depression in young people, while recognizing the relatively poor
outcomes resulting from approaches that focus solely on individual skill acquisition. It
was funded by beyondblue, the national depression initiative, which was established by
the Australian commonwealth government to reduce the prevalence, risks for, and impact
of depressive disorders within the Australian community. The ongoing evaluation is now
funded by the National Health and Medical Research Council of Australia. The initiative
involves the development and evaluation of a school-based, universal approach to the
prevention of depression in adolescents that aims to enhance both individual and envi-
ronmental protective factors.
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Rationale and Content

Although evaluation is still in progress and outcomes are yet to be determined, the pro-
gram is described here as it illustrates the type of intervention that we need to develop
and evaluate in order to further our knowledge regarding the prevention of depression in
young people. The following sections focus on the practical aspects of the intervention,
rather than the research methodology of the study.

As noted above, the beyondblue schools research initiative recognizes the importance
of enhancing protective factors within the adolescent’s environment, in addition to devel-
oping individual resiliency skills. The elements of the program draw upon evidence relat-
ing to causal factors for depression, both intrinsic and extrinsic to the young person, and
upon knowledge of organizational change processes. The conceptual framework that
underpins the intervention is shown in Figure 14.1. It notes that although many adoles-
cents experience adverse and stressful life situations, individuals vary in their psychologi-
cal response to these events. The model conceptualizes resilience as a dynamic process
involving individual and environmental factors that reduce the effects of adverse or
stressful life experiences, in line with attachment, stress-coping, and social support theo-
ries of adjustment (Garmezy, 1991; Rutter, 1987). Factors influencing emotional well-
being may be innate (e.g., temperament, gender, genetics), acquired (e.g., coping styles,
interpersonal skills, help-seeking behavior), or present in the immediate environment
(e.g., supportive family, peer relationships, social or school environments, access to pro-
fessional help). Figure 14.1 highlights those protective factors that are targeted within the
beyondblue schools research initiative. These relate, first, to individual cognitive and
behavioral competencies, qualities, and skills, and, second, to factors within the young
person’s environment (school, family, friends, social networks, and the community;
Spence, Burns, et al., 2005).
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Building Cognitive and Behavioral Strengths in the Young Person

Evidence suggests that individuals with strong problem-solving and social skills, and who
attempt to deal with difficult situations in a constructive, rather than highly emotional or
avoidant way, are less likely to experience depression in the face of adverse life events
(Adams & Adams, 1996; Goodman, Gravitt, & Kaslow, 1995; Herman Stahl &
Petersen, 1996; Muris, Schmidt, Lambrichs, & Meesters, 2001; Spence, Sheffield, &
Donovan, 2002). There is also a good deal of evidence that a rational and optimistic
thinking style acts as a protective factor against the adverse psychological impacts of neg-
ative life situations in young people (Abramson et al., 1999; Nolen-Hoeksema & Girgus,
1995; Spence et al., 2002).

Drawing on this literature, the beyondblue schools research initiative aims to
enhance the protective skills of problem solving, coping, emotional regulation, stress
reduction, social skills, conflict resolution, assertiveness, and methods of building social
support. These skills are taught through a classroom program that is delivered sequen-
tially each year over a 3-year period, from grade 8 through grade 10. Elements also focus
on enhancing adaptive cognitive styles, such as increasing positive, but realistic, expec-
tancies and constructive views of the self, the world, and the future, building self-efficacy
and self-awareness, and facilitating the understanding of mental health issues and readi-
ness and capacity to seek help for the self and others.

In terms of cognitive style, it emphasizes six dimensions that are proposed to protect
against the development of depression, drawing on the empirical literature (Abramson et
al., 1999; Beck, Rush, Shaw, & Emery, 1979; Seligman, Reivich, Jaycox, & Gillham,
1995). These concepts are communicated to students as the six “senses,” which relate to
the way individuals think about themselves, the world in general, their ability to control
aspects of their world, their sense of belonging, sense of future, and sense of purpose in
life. Individuals who tend to expect bad outcomes to occur in the future, blame them-
selves for bad events, focus on negative characteristics of themselves, and the world, or
who lack a sense of belonging or purpose in life, and feel that there is little they can do to
change things, are proposed to be at risk for the development of depression. In contrast,
individuals who generate more realistic explanations for negative events, expect more
positive things from the future, focus more on the positive attributes of themselves and
the world, feel a sense of attachment and belonging within their social environments
(family, peer group, or school), and have a strong sense of personal control and purpose
in life, are suggested to cope more adaptively in the face of difficult situations. Table 14.1
summarizes the core skills that the program aims to develop at each grade level.

In each of the 3 years, the students participate in 10 weekly classroom sessions, of
30–45 minutes duration. The grades 9 and 10 curriculum materials include videotaped
examples and dramatized stories that illustrate target skills. Each year, students complete
a practical assessment task relating to their acquired knowledge. Program delivery uses a
range of interactive methods, including small-group exercises and discussions, role plays,
deep-learning tasks, and quizzes. It is guided by key principles of effective practice,
including:

• The skills taught have high face validity for staff and students (are acceptable and
relevant) and are developmentally appropriate.

• Students understand not just what skills are important in dealing with relationship
issues, but why they are important.
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TABLE 14.1. Cognitive and Behavioral Skills Taught at Each Year Level

Core skill/
component

Year 8: Getting to know
yourself

Year 9: Building positive and
supportive relationships

Year 10: Building strengths
for the future

1. Emotional lit-
eracy and
regulation

• Identifying emotions
• Distinguishing thoughts

and feelings
• Recognizing link

between thoughts and
feelings

• Managing negative
emotions

• Increasing positive
mood

• Further work on the link
between thoughts and feel-
ings

• Recognizing emotions in
self and others

• Consolidating emotional
recognition and manage-
ment skills

2. Stress reduc-
tion

• Identifying stress and
the physical, emo-
tional, psychological,
and behavioral
responses to stress

• Techniques for coping
with stress

• Reducing negative
emotions

• Identifying relationship
issues and coping methods

• Techniques for managing
stress to cope with chal-
lenging situations—
relaxation, thought chal-
lenging, self-soothing

• Time management and
planning skills

3. Social skills • Basic skills for group
work

• Developing and maintain-
ing relationships—
conversation and listening
skills, assertion, negotia-
tion, conflict resolution
skills

• Perspective-taking skills

• Communication skills
• Conflict resolution skills
• Perspective-taking skills

4. Life problem
solving

• Identifying challenging
situations

• Positive problem orienta-
tion

• Steps and skills of inter-
personal problem solving

• Solving interpersonal and
life problems in a variety
of contexts

5. Cognitive
skills—building
rationale and
constructive
thinking styles.
Enhancing the
six senses—
positive sense
of self/ world/
future/ belong-
ing/ control/
meaning

• Basic emotional educa-
tion—links between
thoughts and feelings

• Helpful self-talk
• Changing unhelpful

thoughts
• Building positive sense

of self

• Cognitive components of
problem solving—predict-
ing consequences,
evaluating options, select-
ing responses

• Links between thoughts
and feelings

• Self-reflection
• Helpful self-talk
• Changing unhelpful

thoughts

• Role of self-talk
• Identifying automatic

thoughts
• Challenging automatic

thoughts and unhelpful
beliefs

• Realistic thinking
• Realistic expectations
• Developing a realistic

sense of control
• Building a sense of humor
• Setting goals and develop-

ing a positive sense of
future

6. Building social
supports and
connectedness

Identifying sources of
support

• Introduction to relation-
ships—types of
relationships, types of sup-
port

• The value of relationships
• Building support networks
• Evaluating the usefulness

of sources of support

• Value of belonging (family,
friends, sporting groups,
cultures)

• Identifying social connec-
tions

• Identifying and building
sources of support

(continued)



• Skills need to be taught in a hierarchical manner, ensuring that one skill is well
established before moving on to the next skill.

• Skills need to be clear and specific (e.g., using eye contact or monitoring facial
expression) and not vague/general (e.g., appearing cooperative).

• Students have opportunities to practice the skills (the more practice, the greater
the skill acquisition).

• Practice of skills needs to take place in a variety of different realistic contexts, as
this will make it more likely that the skills will be used in these real-world settings
in the future.

• Students need an opportunity to receive feedback from practice attempts.
• Role plays that are tailored to include real-life cues are an effective means of prac-

ticing skills and increase the likelihood that skills will be used in real situations.
• Based on the evidence about skill acquisition, the program needs to include rele-

vant and interesting examples/demonstrations of the use of the skills by models
with whom the students can identify.

• Skills taught should be likely to lead to positive outcomes in real-life situations, so
that their use is rewarded and reinforced.

Each year of the curriculum addresses the contexts and situations faced by adoles-
cents of that particular age, using teaching methods appropriate to that level of cognitive
and emotional development. The program builds each year on the skills and knowledge
taught previously, in a hierarchical manner. Prior to the development of materials and
program content, students and teachers participated in focus groups and interviews to
ensure the validity and relevance of the curriculum. The content was also influenced by
concepts of diversity, being respectful of student differences in culture, gender, sexuality,
abilities, and life circumstances. The curriculum is taught within the context of a whole-
school-climate approach that aims to support the acquisition and maintenance of individ-
ual protective skills.
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TABLE 14.1. (continued)

Core skill/
component

Year 8: Getting to know
yourself

Year 9: Building positive and
supportive relationships

Year 10: Building strengths
for the future

7. Participation
in pleasant
events

Identifying personal
pleasant events

• Importance of participa-
tion in pleasant activities

• Programming for pleasant
events

• The value of laughter

8. Awareness of
mental health
issues and help
seeking

• Awareness of concept
of resiliency

• Introducing help-seek-
ing behavior

• Understanding health and
well-being (including emo-
tional well-being)

• Skills to identify and
access available health
resources and services
within the school and
community

• Skills for seeking help for
self and others

• Evaluating the usefulness
of sources of support

• Knowing how and when
to access help for mental
health issues

• Skills for seeking help for
self and others



Building a Protective School Environment

Rationale

There is convincing evidence that factors within the school environment may have a sig-
nificant impact on students’ emotional development. As noted in the conceptual frame-
work (Figure 14.1), factors associated with school security and safety, social support and
positive relationships with teachers and peers, and sense of connectedness and participa-
tion (belonging) have all been identified as protective factors within the school environ-
ment (Spence, Burns, et al., 2005). For example, student perceptions of school as a safe
and nonthreatening environment are associated with emotional well-being, and the expe-
rience of being bullied, vicitimized, or feeling threatened in school is linked with poor
mental health outcomes (Bond et al., 2001). As a consequence, many school systems are
emphasizing policies and practices that promote a safe, supportive learning environment
and that, in particular, aim to reduce bullying, harassment, and victimization (e.g., the
Australian National Safe Schools Framework; Curriculum Corporation, 2003). Similarly,
the quality of social support and positive social relationships with teachers, peers, and
family members are well-established factors that protect against the development of
depression in adolescents (Brendgen, Vitaro, Turgeon, & Poulin, 2002; Dumont & Pro-
vost, 1999; Puig-Antich et al., 1985).

Clear links have also been shown between psychological adjustment in adolescents
and the level of attachment, social connectedness, belonging, and participation with
respect to family, peer groups, and school (Kobak, Sudler, & Gamble, 1991; McGee &
Williams, 1991; Nada Raja, McGee, & Stanton, 1992; Resnick et al., 1997; Sargent, Wil-
liams, Hagerty, Lynch-Sauer, & Hoyle, 2002). An important element of the concept of
school connectedness concerns the degree of participation and active engagement in
school activities (Patton, Bond, Butler, & Glover, 2003).

Drawing on this literature, the intervention emphasizes the need to enhance factors
within the school environment that are proposed to have a protective effect against the
development of depression and to support emotional well-being. As such, the supportive
environments component of the beyondblue schools research initiative aims to build a
school environment that is safe and that promotes positive, supportive social relation-
ships within the school community. It also attempts to increase students’ sense of con-
nectedness and belonging in school by increasing the opportunities and encouragement
for students to participate in all aspects of the school experience. This not only aims to
increase student participation in the social, recreational, and sporting aspects of school,
but also encourages them to play an active role in policy development and decision mak-
ing relating to the classroom, schoolyard, recreational activities, and all other aspects of
their school’s operations. Copies of the program materials can be found at www.
beyondblue.org.au/index.aspx?link_id=4.64.

The Whole-School Change Process

In an attempt to achieve these goals in terms of a protective school environment, the
change process in each school is led by a school action team, consisting of three to nine
staff members (average, five) in partnership with a beyondblue research team member
(the facilitator). Action team members are generally guidance officers, school counselors,
deputy principals or principals, pastors, year coordinators, heads of departments, or
teachers with specific interests and expertise in student well-being. Facilitators come from
a range of professional backgrounds relating to psychology and education. The role of
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the school action team is to develop and implement an action plan for whole-school
change, informed by feedback from an audit of school health promotion activities and
student and staff survey data. Given that whole-school change is a long-term process, this
component of the intervention occurs over a 3-year period. It aims to build policies, pro-
cedures, structures, and frameworks within each school that will lead to sustained organi-
zational change once the research team withdraws. During the 3 years of the interven-
tion, the facilitator meets with the school action team approximately monthly, supported
by weekly telephone contact.

The first year of the “whole-school change” component focuses on training of school
action team members, conducting an audit of mental health-promoting activities that the
school is already undertaking, and collecting baseline data that informs the development
of the school action plan. A progress chart (Figure 14.2) is used by school facilitators as a
planning and reporting tool in the implementation of the first year of the whole-school
change process.

We recognize that most schools are already doing a great deal to provide a safe and
supportive school environment and to develop individual resiliency skills. The audit high-
lights the school’s strengths and areas in which the school can focus its efforts to enhance
the supportive qualities of the school environment. This process involves mapping the
current structures, policies, programs, and practices relating to the enhancement of stu-
dent participation, relationships, and pathways to support for those in need of assistance.
The schools’ activities in these areas are then critically analyzed and rated against a list of
principles of effective practice for three levels of activity, namely, the classroom, the
whole school, and the local community. Figure 14.3 provides an example of the audit
tool used for assessment of programs, policies, and practices at the whole-school level in
relation to the principles of effective practice. The same process is then used for class-
room and community aspects of school activities.

Drawing on the outcomes of the audit and the data provided by teacher and student
questionnaires, the action team develops its action plan, specifying goals, objectives,
strategies, required resources, person responsible for each action, and time frames. The
resource book (beyondblue Schools Research Initiative, 2006) and training for school
action teams provide information and examples of whole-school change approaches to
enhancing participation and student support. Action teams are also encouraged to exam-
ine the literature and empirical evidence concerning outcomes of school programs in
order to develop an evidence-based approach to whole-school change.

During the first year, and in each of the following 2 years, students and teachers in
each school complete a battery of questionnaires. For students, these questionnaires
relate to social support, depression, anxiety, emotional and behavioral problems, risk-
taking behavior, experience of victimization, social skills, thinking styles, interpersonal
problem-solving and coping skills, stressful life events, mental health literacy, perceptions
of school climate (supportive relationships, safety, and participation) and help-seeking
behavior. For teachers, the questionnaires relate to emotional well-being, school climate
and environment, work stress and job satisfaction, and methods of dealing with challeng-
ing student issues. The school principal (or in some instances, the deputy principal) also
completes these measures, in addition to questions concerning leadership style and school
structure, policies, and operations.

The data obtained from these questionnaires is then used to provide feedback to the
school action team to inform the development of the action plan. The data are provided
in a group-mean format for each school, so that schools can compare their own values
with the overall mean for comparison schools in the same state. The feedback includes
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Tool 1: Progress Chart

C
om

pleted

W
ell

established

P
artly

established

N
ot

at
all

Stage 1—Engage school communities

• Involvement in beyondblue schools research initiative (bbsri) acknowledged
& supported by school administration

• School staff consulted about involvement in bbsri
• Involvement in bbsri acknowledged & supported by school staff
• Parent bodies consulted about involvement in bbsri
• Involvement in bbsri acknowledged & supported by parent bodies
• Student bodies consulted about involvement in bbsri
• Involvement in bbsri acknowledged & supported by student bodies
• Facilitator from beyondblue met with school staff to support setting up of

school team

Stage 2—Establish local infrastructure

• Set up school’s beyondblue Action Team representative of the school
community

• Appointed a leader/co-ordinator
• Clarified role & goals of the team
• Clarified role & goals of individual members
• Established a meeting schedule
• Decided how meetings would be conducted
• Established a process for record keeping, particularly in relation to what

action is to be taken when, and by whom
• Established processes for reporting to and consulting with the school

community

Stage 3—Gather information

• Examined policies, programs, and practices using audit tools
• Consulted with relevant sectors of the school community
• Conducted student survey
• Conducted teacher survey

Stage 4—Planning

• Identified & prioritized goals
• Identified objectives & strategies for achieving them
• Consulted broadly with school community on action plan
• Finalized action plan
• Identified & planned training needs of staff and broader school community

Stage 5—Training & implementation

• Undertook training
• Implemented strategies

Stage 6—Evaluate & monitor

• Completed monitoring/evaluation process
• Reported to members of the school community
• Made recommendations based on experience

FIGURE 14.2. Tool 1: Progress chart for action team in first year of the intervention. Reprinted
with permission of beyondblue schools research initiative.
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Tool 2: Review of Current Activities

B. Critical analysis of current structures, policies, programs, and practices

Whole School

P
ar

ti
ci

p
at

io
n

Principles of Effective Practice (PEPS)

How well do our structures, policies,
programs, and practices uphold PEPS?

Not really A little Well Very well

1. Make it meaningful, authentic, and fun
2. Provide adequate resources, skills, and support
3. Put decision making about teaching, learning, and

curriculum on the agenda
4. Encourage students to be active researchers of issues
5. Build collaborative and inclusive learning communities of

adults and young people
6. Promote creative risk taking and innovation
7. Provide processes for reflection, feedback, and review
8. Explore and share understandings of attitudes, barriers,

and enabling factors
9. Have genuine support and endorsement from school

leadership
10. Acknowledge and celebrate contributions

R
el

at
io

n
sh

ip
s

1. Promote an ethos of care and support
2. Develop and maintain safe and secure environments
3. Develop physical environments that promote interaction

and collaboration
4. Promote autonomy and empowerment
5. Provide opportunities for learning and practicing social

skills
6. Build respectful communication processes and practices
7. Foster connectedness, belonging, and inclusivity
8. Negotiate clear and consistent definitions of roles and

expectations
9. Develop processes for negotiating and resolving conflict

10. Celebrate and share milestones and achievements

P
at

h
w

ay
s

1. Clearly identify roles, responsibilities and partnerships for
supporting mental health and well-being

2. Respect and include differences in language, culture, faith,
gender, sexuality, abilities, and life circumstances

3. Develop strategies to meet group and individual needs
within a comprehensive whole-school approach

4. Assess and manage situations from both an individual and
an environmental perspective

5. Comply with privacy principles, while meeting mandated
safety requirements and legal issues of consent

6. Promote effective help-seeking (people, information, and
services) for mental health and well-being

7. Provide flexible access to learning to meet varied and
changing student needs

8. Promote effective links with school-based services
9. Promote effective links with community-based services

10. Promote positive connections between school, family, and
community

FIGURE 14.3. Tool 2: Review of current activities—Section relating to whole-school activities.
Reprinted with permission of beyondblue schools research initiative.



data concerning student perceptions of social support, participation, level and types of
victimization, acceptance and belonging, and help-seeking behavior. Information is also
provided regarding staff perceptions of the learning environment, student participation,
quality of relationships, and level of collaboration between staff members. These vari-
ables are chosen for feedback purposes, as they represent those factors that are the targets
for change within schools and that are proposed to mediate changes in depression and
mental health. Data concerning indicators of mental health per se are not provided to
schools in the feedback process.

Action teams review the implementation and outcomes of their action plans at 6-
month intervals. Then, at the end of each of the 3 years, the action teams from the vari-
ous schools meet to present their activities and describe their progress. Schools engage in
a broad range of activities designed to build supportive environments. Examples are listed
in Table 14.2

Building Pathways for Care and Support

Young people with depression frequently fail to seek or receive help from professional
services. The incidence of depression can be reduced if young people can identify and
articulate protective and risk factors, learn to self-manage these to minimize harm and
promote well-being, and act early to identify and access relevant professional and other
assistance for themselves and others. The severity, persistence, and adverse educational
and social outcomes associated with depression can be significantly minimized if depres-
sion can be identified and treated early. The “pathways” element of the beyondblue
schools research initiative facilitates young people’s access to educational, health, and
community support and professional services at school and within the wider community.
It also provides information and training for education personnel to increase their aware-
ness of students in need of alternate learning programs and school-based support, and
ways in which they can facilitate young people’s access to appropriate pathways to help
for themselves and others. This process involves the enhancement of partnerships
between families, school staff, education support/welfare personnel, and community-
based health professionals. School staff members and students are provided with a range
of resources (many of which are complied on a CD ROM and included on the school
website) that outline information about mental health issues, help and support services,
and methods of referral. Teacher training sessions are presented that examine the roles
and responsibilities of educators in relation to mental health promotion and prevention
and early intervention for problems, and provide details regarding health care planning
protocols to support the learning and well-being of individuals with identified needs for
care related to depression and other health issues.

In addition, students are encouraged to develop their own local resource materials,
as an activity within the beyondblue schools curriculum or within the supportive environ-
ments component. Schools are also asked to build on and update the foundation materi-
als they are provided with, in order to develop a more extensive resource relating to path-
ways for student care and support. One focus in this work involves building the capacity
of peers to respond to requests for help in a manner that recognizes that they cannot be
expected to be the sole support for their friends; strategies for encouraging their friends to
disclose their problems to adult professionals are explored.

A key activity that schools engage in is the development of a mental health charter
and interagency protocols for ensuring that students, staff members, and families can
access education, health, and other community services in a timely manner. Schools are
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TABLE 14.2. Some Examples of Whole-School Change Activities

Classroom

• Increase group and team work within class
• Use “home class” teachers and reduce number of teachers working with each class
• Ensure physical environment encourages interaction and communication between students and

teachers (e.g., setup of tables/desks)
• Review curriculum to increase opportunities for interaction and communication
• Increase use of positive behavior management approaches (use of praise, attention, rewards), rather

than punitive
• Create a constructive, encouraging, and participative classroom environment
• Personal skills development programs (e.g., anger management, stress management, conflict

resolution, social skills)
• Active recognition of student efforts and achievements
• Encouragement and recognition of successes relative to individual’s abilities
• Provision of feedback (re: academic and behavioral performance) in a constructive rather than

critical manner
• Showcase student work and successes
• Create opportunities for all students to succeed at their own levels
• Invite student input to planning of class activities
• Professional development activities for teachers in communication skills and classroom management
• Involve students in the development of classroom policies and practices to enhance safety,

confidentiality, respect, and communication

School

• Mentoring/coaching/buddy programs (within and across age groups)
• Peer mediation/peer support programs
• Increase number of student counseling and support staff
• Establish home group structure
• Enhance activities of “house” groups
• Train all staff members in awareness of mental health issues
• Create a welcoming atmosphere for parents and visitors to the school
• Enhance parent and community participation in school activities, including decision making
• Increase opportunities to participate in school activities and decision making (student councils,

student representatives)
• Enhance communication content in school newsletters
• Seek feedback from parents and caregivers (surveys and focus groups)
• Increase supervision at free-time periods, particularly in high-risk areas
• Establish confidential reporting systems for dealing with bullying
• Develop and publicize school policies and practices regarding bullying in line with international

best practice
• Establish confidential systems to facilitate student help-seeking behaviors
• Increase staff and student awareness of and ease of access to support services within the school and

the wider community
• Establish a school mental health charter that recognizes and respects the needs and rights of

students and teachers

Wider community

• Develop transition programs with elementary schools, colleges, and universities
• Increase involvement by community organizations (e.g., Rotary Clubs, sports groups, volunteer

groups) and support services within the school (e.g., health, mental health, family services, police)
• Strengthen referral systems between schools
• Encourage students’ participation in voluntary activities outside school and as part of their studies
• Increase links with local media organizations regarding school and student activities and

achievements



provided with a process and guidelines for student and staff input into the development
of a charter that specifies the vision, purpose, values/principles, rights, responsibilities,
actions, and roles of school members in relation to the mental health of the school com-
munity. Professional development gives guidance in the establishment of local community
service agreements to support interagency service models that are realistic within each
school’s community.

Community Forums

Toward the end of the first year, or early in the second year, school action teams organize
a community forum in partnership with the local community. Each forum aims to
enhance community awareness of the nature and prevalence of mental health issues
among school students, risk and protective factors, and help-seeking strategies for stu-
dents, family members, and friends. The format of the forum is negotiated with the local
community members, service providers, teachers, students, and parents. Personnel from
the beyondblue schools research initiative work with schools and organizations such as
local health and welfare agencies, Rotary Clubs, and sporting clubs, to achieve high levels
of community participation.

Evaluation

Outcomes of the intervention will be assessed through the end of 2007 to determine
whether this integrated approach to prevention is effective in reducing the development
of depression among adolescents. The evaluation examines not only mental health out-
comes (in terms of depression, anxiety, and emotional well-being), but also the impact of
the intervention on the skills and competencies it aims to develop. Thus, it examines the
impact on social skills, problem-solving and coping skills, cognitive style, and interper-
sonal relationships. In addition, it explores whether the intervention is associated with
changes in school environment factors, such as quality of supportive relationships, levels
of bullying and safety, opportunities for participation, and sense of belonging from the
perspective of both students and staff. The evaluation compares outcomes of the 25 inter-
vention schools with 25 matched comparison schools, which were initially randomized to
either intervention or no-intervention conditions. Students and staff are to provide
annual assessments over the 3 years of the intervention and for the 2 subsequent years
until the students leave school.

In addition to quantitative outcomes, the study is conducting extensive process eval-
uations in order to determine the level of program adherence and the difficulties/issues in
implementation. We will also be able to examine the level of sustainability once the
research teams withdraw, to determine whether intervention schools continue to imple-
ment the activities without external support and prompting. The process data will also
enable examination of the full cost of implementation in order to conduct cost–benefit
analyses at a later stage.

SUMMARY

This chapter aimed to provide a brief history of research into school-based interventions
for the prevention of depression in adolescents. It concluded that the outcomes for pro-
grams that focus purely on building skills within the young person have been weak, par-
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ticularly for universal rather than selected approaches to prevention. A case was then
made to propose that further efforts are required to build protective environments, in
addition to using individual skill-development approaches. School represents one such
environment in which young people spend a good deal of their time, and the quality of
which has been shown to influence emotional well-being. The beyondblue schools
research initiative was described, which represents an attempt to integrate individual and
whole-school change approaches. This is the type of intervention that needs to be evalu-
ated in order to inform school and mental health policy. However, whole-school change is
a process that takes place over several years, and it remains to be determined whether
such approaches are effective in preventing depression in adolescents.
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15 Positive Youth
Development Programs

An Alternative Approach
to the Prevention of Depression
in Children and Adolescents

Chad McWhinnie, John R. Z. Abela, Nora Hilmy,
and Ilyan Ferrer

The goal of this chapter is to present positive youth development pro-
grams as a possible mode of intervention/prevention for depression in youth. We begin by
briefly reviewing the current state of positive youth development (PYD) programs, specif-
ically examining the findings of comprehensive reviews conducted by Roth, Brooks-
Gunn, Murray, and Foster (1998), Catalano, Berglund, Ryan, Lonczak, and Hawkins
(2002). We also review the current state of depression prevention programs, specifically
examining the findings of two meta-analytic reviews of such programs by Merry,
McDowell, Hetrick, Bir, and Muller (2004) and Horowitz and Garber (2006). We high-
light and discuss the differences found in the PYD and prevention literatures, focusing on
the implications of the overlap and discrepancies of their respective intervention ap-
proaches to depression prevention efficacy. We examine the overall resulting outcomes of
PYD and depression prevention programs with respect to their differing program goals.
We present and discuss a focused review of PYD programs that embody alternative
approaches to depression prevention among children and adolescents, as well as findings
from studies examining the effectiveness of these programs. We conclude with a summary
and suggestions concerning the advancement of knowledge in the area of positive youth
development approaches to preventing depression.
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CENTRAL QUESTION

Can depression be prevented? People have typically sought the answer to this question by
examining the efficacy of prevention programs designed to reduce cognitive, interper-
sonal, and emotional deficits in order to prevent future incidence of depressive episodes.
In this chapter, we propose that there are alternative approaches to depression prevention
other than deficit-based approaches. Thus, in order to determine whether depression can
be prevented, the investigative scope must be widened to include these alternative pro-
grams and methods (i.e., PYD programs that utilize competency enhancement tech-
niques). Thus, the central question of this chapter is: Can a strength-based program
designed to enhance competencies produce developmental outcomes similar to those of
deficit-based programs designed to prevent or reduce depression?

WHAT IS PYD?

Youth development programs are defined as “developmentally appropriate programs
designed to prepare children and adolescents for productive adulthood by providing
opportunities and supports to help them gain the competencies and knowledge needed to
meet the increasing challenges they will face as they mature” (Roth et al., 1998). In addi-
tion to focusing on the reduction of disorders and problem behaviors, youth development
programs recognize the need to build the strengths and competencies of children and ado-
lescents (Benson, 1997). Competence refers to “adaptational success in the developmen-
tal tasks expected of individuals of a given age” (Masten et al., 1995). Competence is a
complex, multifaceted construct that can exist singularly as domain-specific abilities or
skills (e.g., cognitive, social, emotional, academic) or in aggregate with multiple con-
structs underlying a “pattern of effective adaptation in the environment” (Masten &
Coatsworth, 1998; Haggerty, Sherrod, Garmezy, & Rutter, 1994). Youth development
programs tend to emphasize the development of competencies to counteract risk factors
and to enhance protective factors in order to increase the likelihood of positive outcomes
(Roth et al., 1998). Enhancement of competencies may not remove environmental risk
factors, but may mitigate the detrimental influence of persistent risk factors.

In the early 1990s, the term positive youth development emerged as a reiteration of
the strength-based approach to youth development programs. The focus of PYD is a
child’s strengths, interests, and talents (Damon, 2004; Seligman et al., 2005). Central to
PYD is the notion that children possess an innate capacity for resiliency. Thriving among
youth can occur not only as a result of this resiliency, but in combination with protective
factors found within various socializing institutions. Encouraging such personal and envi-
ronmental assets can help children make full use of their potential (Seligman et al., 2005).
The goal of PYD is to tap into the potential that lies within each young person, helping to
build and to strengthen assets that enable youth to grow and flourish throughout life
(Catalano, Hawkins, Berglund, Pollard, & Arthur, 2002; Damon, 2004; Park, 2004).

PYD programs, by their nature, do not intentionally target depression or depressive
symptoms. However, many of the attitudinal (i.e., self-concept, self-efficacy, prosocial
beliefs, etc.) and behavioral (i.e., problem solving, decision making, conflict resolution,
etc.) targets of such programs are implicated in the etiology and maintenance of depres-
sion. That is, deficits in such cognitive, emotional, and interpersonal constructs are asso-
ciated with depressive disorders (see Abela & Hankin, Chapter 1, and Rudolph, Flynn, &
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Abaied, Chapter 4, this volume). At the same time, strengths in such constructs are asso-
ciated with higher levels of psychological well-being (Seligman et al., 2005).

The term positive youth development gained prominence in the lexicon with the rise
of the positive psychology movement. Proponents of positive psychology adopted youth
development programs and described such programs in a manner that intimated their
place as nested within the larger movement. The strength-based approaches conceptual-
ized by youth development and PYD researchers can be considered synonymous because
both program classifications primarily seek to promote positive development through
competency enhancement. The most comprehensive definitions of youth development
and PYD offered to date are those of Roth and Brooks-Gunn (2003) and Catalano and
colleagues (Catalano, Berglund, et al., 2002), respectively.

Roth and Brooks-Gunn (2003) view youth development programs as consisting of
three aspects: goals, atmosphere, and activities. In terms of goals, acknowledging the
national youth policy contributions of Lerner, Fisher, and Weinberg (2000), Roth and
Brooks-Gunn identify five constructs (the five C’s) as specific youth development pro-
gram goals: (1) building academic, social, and vocational competence, (2) building confi-
dence, (3) strengthening connection to family, community, and peers, (4) building charac-
ter, and (5) strengthening caring and compassion. With respect to environment, Roth and
Brooks-Gunn propose five essential qualities for an effective program: (1) supportive
relationships between program participants and staff, (2) empowerment through auton-
omy and agency among participants, (3) expectations for success and positive behavior,
(4) recognition and/or reward of positive behaviors, and (5) sufficient duration (at least 9
months). In terms of activities, Roth and Brooks-Gunn note that program activities
should consist of those that provide opportunities for participants to build skills, to
engage in genuinely challenging tasks and exercises, and to broaden their horizons.
According to the authors, these program characteristics cumulatively help to distinguish
youth development programs from other youth programs that do not seek to promote the
positive development of participants.

Catalano and colleagues (Catalano, Berglund, et al., 2002) formulated an operation-
al definition of positive youth development after conducting an extensive literature search
of youth development programs and consulting with national authorities and researchers
in youth development and mental health. Catalano et al. (Catalano, Berglund, et al.,
2002) assert that programs seek to (1) promote bonding, (2) foster resilience, (3) promote
social competence, (4) promote emotional competence, (5) promote cognitive compe-
tence, (6) promote behavioral competence, (7) promote moral competence, (8) foster self-
determination, (9) foster spirituality, (10) foster self-efficacy, (11) foster clear and positive
identity, (12) foster belief in the future, (13) provide recognition for positive behavior,
(14) provide opportunities for prosocial involvement, and (15) foster prosocial norms.
According to the authors, programs that aim to accomplish one or more of the above
constructs are considered PYD programs.

PYD PROGRAMS: IN GENERAL, ARE THEY EFFECTIVE?

Recently, PYD researchers have attempted to examine whether programs conducted to
date have been successful in producing positive developmental outcomes (i.e., academic
competency, enhanced problem-solving skills, increased community involvement, etc.)
More specifically, two comprehensive literature reviews have been conducted to date
aimed at (1) characterizing components of effective PYD programs (Catalano, Berglund,

356 PREVENTION OF DEPRESSION



et al., 2002) and (2) demonstrating the effectiveness of relevant youth development pro-
grams in terms of achieving their stated goals (Roth et al., 1998). At this point, no formal
meta-analysis of PYD programs has been conducted to substantiate the prevailing
assumption maintained by researchers in the field that, in general, PYD programs pro-
duce positive developmental outcomes for participating youth. The lack of systematic
reviews precludes any definitive representation of the effectiveness of PYD. However, an
investigation of relevant reviews, which have conducted thorough literature searches and
critical appraisals of available PYD or equivalent programs, is a step in the right direction
toward properly assessing the impact of PYD programs.

In order to examine the characteristics of effective PYD programs, Catalano and col-
leagues (Catalano, Berglund, et al., 2002) selected 77 programs with participants
between the ages of 6 and 20 that aimed to fulfill at least one of their 15 PYD definitional
constructs via a research design that utilized control or comparison groups and used
youth behavioral outcome measures for evaluative purposes. A program was excluded if
the content was treatment or action taken in response to a disorder, if there was a lack of
rigorous scientific evaluation of the program, or if there was a lack of evidence of its
effectiveness (Catalano, Berglund, et al., 2002). Ultimately, 25 programs were identified
that met these three criteria. Of the 25 evaluated programs, the majority utilized random
assignment to conditions (64%), employed a consistent curriculum of program activities
(96%), used skills-based strategies (96%), and were implemented for at least 9 months
(80%). The evaluated programs demonstrated positive changes in youth behavior (76%)
and showed significant improvement in problem behaviors (96%). Positive changes
included improved interpersonal skills, quality of peer and adult relationships, self-
control, problem solving, cognitive competencies, self-efficacy, and commitment to
school and academic achievement. Reduced problem behaviors included drug and alco-
hol use, school misbehavior, aggression, violence, truancy, risky sexual behavior, and
smoking.

The importance of the Catalano, Berglund, et al. (2002) review is that it was among
the first to suggest that PYD programs may be effective in achieving their stated goals. In
addition, it was among the first to identify common core components of effective PYD
interventions. At the same time, the authors’ conclusions should be interpreted with cau-
tion. More specifically, the authors failed to evaluate both effective and ineffective pro-
grams. Thus, the review was unable to provide an adequate assessment of the overall effi-
cacy of PYD programs. In addition, the authors failed to compare characteristics of
effective and ineffective programs, precluding an enriched understanding of program
characteristics specific to effective programs. Finally, as the reviewed programs had dif-
ferent intended goals, the authors were unable to identify program characteristics unique
to achieving any specific goal (e.g., prevention of depressive symptoms, increased
prosocial behavior, enhanced interpersonal competency, etc.).

Roth et al. (1998) conducted another program analysis, in which the authors identi-
fied and evaluated the efficacy of 15 youth programs that satisfied their definitional and
research design criteria. Included studies implemented either an experimental or a quasi-
experimental design to evaluate the efficacy of programs that targeted youth populations
with no manifest deficits. The authors categorized the programs into three groups accord-
ing to the goals of the intervention: (1) positive-behavior-focused competency/asset-
enhancing programs, (2) problem behavior-focused competency/asset-enhancing pro-
grams, and (3) resistance skills-based prevention programs. Participants in the positive-
behavior-focused competency programs exhibited enhanced competencies (e.g., improved
school behavior, improved academic achievement, higher academic self-efficacy) and
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reduced deficits (e.g., less involvement in the criminal justice system, substance use, vio-
lent behavior). Such promising findings were tempered by no significant gains on sev-
eral cognitive and behavioral measures of interest (e.g., self-esteem; depression; alco-
hol, tobacco, and drug use; aggression). Problem behavior-focused competency/asset-
enhancing programs reported short-term, but not long-term, enhanced competencies
(e.g., community service, drug resistance skills, commitment to school). Further, problem
behavior-focused competency/asset-enhancing programs showed no effect on problem
behavior (school dropout, drug use). Resistance skills-based prevention programs re-
ported positive results in their ability to invoke enhanced competencies (e.g., alcohol-
resistant skills) or reduced deficits and problem behavior (e.g., alcohol use).

Roth and colleagues (1998) observed the emergence of two trends in the programs’
ability to generate effective outcomes: substantial adult–youth relationships and sus-
tained program duration. With respect to adult–youth relationships, in a structured and
supportive environment the formation and nurturance of warm adult–youth relationships
(e.g., mentors–mentees) was associated with positive outcomes. With respect to program
duration, sustained interventions, which included increased contact with participants,
were associated with more positive outcomes as compared with short-term interventions.
Roth et al. also found support for aggregated effects produced by longer-term programs.
For example, the authors cited an instance in which control and intervention groups did
not differ significantly after 1 year in a program, but positive effects occurred after 2
years for the intervention group.

The importance of the review conducted by Roth and colleagues is that it not only
demonstrated the overall efficacy of the reviewed PYD programs in attaining their stated
goals, but it also identified characteristics of programs that likely contribute to their suc-
cess (i.e., program length and mentoring relationships). At the same time, two limitations
of this review should be noted. First, the authors were unable to systematically determine
the efficacy of the reviewed PYD programs because of inadequate information gained
from individual studies. Second, although Roth and colleagues demonstrated at a generic
level that the reviewed programs can result in positive developmental outcomes, little can
be said about any specific outcome examined, as the assessment protocols of the included
studies varied widely (i.e., only one study assessed depressive symptoms).

Despite the limitations of the Catalano, Berglund, et al. (2002) and Roth et al.
(1998) reviews, combined findings related to PYD program outcomes reveal the poten-
tially effective nature of strength-based interventions. Findings included increases in fac-
tors thought to buffer against depression such as interpersonal skills, quality of peer and
parent relationships, self-control, problem solving, cognitive competencies, self-efficacy,
commitment to schooling, and academic achievement (see Spence, Sheffield, & Donovan,
2003). In addition, there were reductions in factors typically thought to be associated
with depression, such as substance use (see, e.g., Rohde, Lewinsohn, & Seely, 1991),
aggressive behavior (see, e.g., Capaldi, 1991, 1992), and smoking (see, e.g., Beardslee &
Gladstone, 2001).

At this point it may be useful to reconsider the central question of this chapter: Can
the strength-based approach of PYD programs, which seeks to enhance competencies,
generate similar outcomes in depression prevention as traditional depression prevention
programs and their utilization of deficit-reduction strategies? Unfortunately, and of cen-
tral relevance to this chapter, the assessment of depression and depressive symptoms has
not been a typical feature of research examining the efficacy of PYD programs. Such mea-
sures are more commonly administered in research examining the efficacy of prevention
programs, specifically depression prevention programs. Thus, at this point in time, this
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question cannot be adequately answered. At the same time, as PYD programs have been
found to enhance competencies thought to buffer against depression as well as to reduce
factors thought to confer risk for depression, a logical assumption is that farther along
the developmental trajectory these effects may be translated into the prevention of
depression. Future research, of course, is needed in directly examining this possibility.

If PYD researchers ultimately hope to uncover whether a promotive approach rep-
resents an alternative path to outcomes similar to those obtained by deficit-based
approaches, a brief review of outcomes obtained to date by such prevention programs is
needed.

PREVENTION PROGRAMS

Prevention programs are intentional interventions to prevent or to reduce the future inci-
dence of mental disorders or problem behavior. Prevention programs are characterized by
the manner in which populations are selected for intervention (Durlak & Wells, 1997).
Universal prevention (referred to as primary prevention in previous literature) refers to an
intervention that targets the general public or normal populations in whom there is no
identifiable risk. Selective (secondary) prevention targets at-risk (imminent or lifetime)
subgroups or individuals who have yet to present with a symptomatic profile. Indicated
(tertiary) prevention pertains to individuals manifesting prodromal symptoms or sub-
clinical features of a mental disorder.

The overall findings from two comprehensive prevention program reviews substanti-
ate the effectiveness of such programs in reducing the future incidence of problem behav-
iors or symptoms. First, in assessing the effects of universal prevention programs, Durlak
and Wells (1997) created three categories characterizing the level of program intervention
(environment-centered, transition, and person-centered programs) and demonstrated that
these programs were generally effective at ameliorating internalizing disorders, although
the effects varied in magnitude. Second, building on the findings of Durlak and Wells
(1997), Greenberg, Domitrovich, and Bumbarger (2001) found support for the effective-
ness of universal and targeted prevention programs, as findings indicated that such pro-
grams have both short- and long-term effectiveness in the reduction of symptomatology
related to mental disorders and associated maladaptive behaviors.

Although both the Durlak and Wells (1997) and Greenberg et al. (2001) reviews
convey the effectiveness of prevention programs, the support is at a generic level, which
prohibits any conclusions about the effectiveness of prevention programs specifically tar-
geting depression. The findings of two depression prevention program meta-analytic
reviews (Horowitz & Garber, 2006; Merry, McDowell, Hetrick, et al., 2004) are there-
fore instrumental in (1) enriching the general understanding of prevention programs
imparted by these reviews and (2) advancing pertinent information on the efficacy of pre-
vention programs that specifically target the reduction and/or prevention of depression.

Merry, McDowell, Hetrick, et al. (2004) evaluated universal and targeted (selective
and indicated) depression prevention programs. The findings of this meta-analysis reveal
that universal programs were not effective at preventing depression, whereas targeted
programs, specifically those with an indicated approach, effectively reduced depressive
symptoms immediately following the intervention, although there was no maintenance of
gains in subsequent assessments. In other words, according to the analysis of Merry,
McDowell, Hetrick, et al. (2004), universal and selective programs (directed at nonclini-
cal populations, which are representative of PYD target populations) are not successful in
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meeting their first-order goal of depression prevention. The unfavorable results should
reasonably elicit questions about the value of developing and implementing such inter-
ventions.

Interestingly, significant second-order effects were seen in depression-related con-
structs among universal and selective programs. Adolescents showed fewer negative auto-
matic thoughts, lower levels of hopelessness, and better self-esteem immediately after
intervention and at 6-months follow-up (Cardemil et al., 2002). Some universal programs
were able to improve functioning (Clarke et al., 1995) and decrease levels of state and,
trait anger expression at the end of intervention (Hains & Ellman, 1994). One study
showed a significant effect for self-worth, as measured by the Self Perception Profile, with
adolescents showing a higher sense of self-worth at 6-months follow-up (Quayle,
Dzuirawiec, Roberts, Kane, & Ebsworthy, 2001). An additional study (Spence et al.,
2003) showed a significant increase in problem-solving skills and a reduction in negative/
avoidant problem solving for adolescents who were at high risk for depression. Despite
these second-order effects, the overall findings reported by Merry, McDowell, Hetrick, et
al. (2004) demonstrate that although the indicated depression prevention programs were
effective at reducing depressive symptoms in the short term, depression prevention pro-
grams with universal and selected populations showed nominal effects.

Results of a meta-analysis conducted by Horowitz and Garber (2006) essentially
echo the depression prevention program findings reported in Merry, McDowell, Hetrick,
et al. (2004). Using an approach similar to that of Merry, McDowell, Hetrick, et al.
(2004), Horowitz and Garber (2006) found that, in regard to reduction of depressive
symptoms, selective prevention programs were effective immediately following the inter-
vention, and selective and indicated programs were effective at follow-up. Regarding the
universal approach, depression scores in control and intervention groups remained static
over time, which precluded any determination of prevention effect. Whereas Merry,
McDowell, Hetrick, et al. (2004) reported second-order effects of depression prevention
programs, Horowitz and Garber (2006) focused exclusively on the programs’ influence
on depressive symptoms. These authors offered conclusions similar to those of Merry,
McDowell, Hetrick, et al. (2004) on the practicality of implementing universal preven-
tion programs, by suggesting that the benefits of targeting populations with no identifi-
able risk need to be weighed with the cost of doing so. Although the findings on depres-
sion prevention are meager, Horowitz and Garber (2006) present impressive in-depth
guidelines to consider when investigating depression prevention in youth. Interestingly,
these authors acknowledge that depression can be the result of multiple, diverse factors
and recommend that more than one construct (e.g., negative thoughts, relationships, and
coping strategies) should be targeted to effectively prevent depression.

The findings from both the Merry, McDowell, Hetrick, et al. (2004) and Horowitz
and Garber (2006) meta-analytic reviews imply that for more normative populations, a
narrow focus on specific symptoms or problem behavior may not necessarily result in a
successful intervention. However, it is important to note that some specific universal
depression prevention programs have demonstrated an ability to reduce depressive symp-
toms immediately following the intervention (Cardemil et al., 2002; Spence et al., 2003;
Yu & Seligman, 2002), as well as at subsequent follow-ups (Shochet et al., 2001; Merry,
McDowell, Wild, Bir, & Cunliffe, 2004). Thus, researchers should not discard universal
depression prevention programs completely. Elucidating the mechanisms contributing to
the effectiveness of these specific programs (see Gillham, Brunwasser, & Freres, Chapter
13, this volume) may hold, in part, the key to the future success of universal approaches.

There are suggestions that the disappointing findings in regard to depression may be
at least partly attributable to certain program characteristics and implementation.
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School-based programs are sometimes delivered by trained classroom teachers, which
may impede the potential effects of the program content, as compared with programs
delivered by more skilled practitioners (Merry, McDowell, Hetrick, et al., 2004). The
duration of many of the programs may be inadequate to engender significant effects
among intervention participants (Sheffield et al., 2006). In addition to the limited number
of sessions, exposure to the intervention may be insufficient in many programs, as ses-
sions typically last between 45 and 90 minutes. Immediate postintervention effects are
often the only findings reported because of a lack of long-term follow-up assessments
(Horowitz & Garber, 2006; Merry, McDowell, Hetrick, et al., 2004). Many of the
acknowledged limitations of depression prevention programs correspond to the utiliza-
tion of treatment-based models and techniques as the basis for prevention interventions.
The results of universal and selective depression prevention programs reflect this deriva-
tive nature, as the effects of such programs are better classified as treatment effects, rather
than prevention effects (Horowitz & Garber, 2006).

PREVENTION VERSUS PROMOTION

The structure of depression prevention programs is often uniform. Depression prevention
programs explicitly target one problem, are frequently implemented in one domain
(school-based), focus solely on the participant, and are conducted for a contracted num-
ber (8–12) of brief (40–120 minutes) sessions over an abbreviated length of time (2–3
months) (Merry, McDowell, Hetrick, et al., 2004). Researchers have surmised that such
brief interventions may be insufficient in facilitating the acquisition of protective skills
that may result in positive outcomes (Sheffield et al., 2006).

The framework of PYD interventions naturally addresses many of these shortcom-
ings. First, in contrast to the directed focus of past deficit reduction programs, PYD pro-
grams focus on multiple targets. Such a multidimensional approach has been found to be
associated with more positive outcomes at both the broad-based (Roth et al., 1998) and
depression-specific (Felner et al., 1993; Vinokur, Schul, Vuori, & Price, 2000; Kellam,
Rebok, Mayer, Ialongo, & Kalodner, 1994) levels, especially in universal populations.
Second, whereas past deficit-based programs have typically operated in one domain (i.e.,
school setting), the majority of PYD programs operate in multiple domains, including
family, community, and school settings. Operating in multiple domains is argued to be
associated with greater program efficacy (Catalano, Berglund, et al., 2002). Third,
expanding on past deficit-based programs, the majority of PYD programs aim to directly
effectuate change not only at the individual level but also at the group (i.e., family, com-
munity) level. Finally, in contrast to the typically limited duration of past deficit-based
interventions, PYD programs tend to be conducted over several months if not years. Pro-
grams conducted over many hours for extended periods of time have been shown to lead
to greater positive outcomes than short interventions (Evans et al., 2005). As previously
mentioned, Catalano, Berglund, et al. (2002) identified 80% of effective programs as last-
ing 9 months or more.

PYD INTERVENTIONS

The pool of PYD programs is composed of heterogeneous interventions that utilize a
diverse array of cognitive, interpersonal, and environmental techniques in a multitude of
domains to effect change in youth. A full discussion of all relevant interventions is beyond
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the scope of this chapter, but to illustrate the diverse approaches of PYD programs, a
discussion of exemplar interventions follows. The selected interventions capture the
resourceful nature of the strength-based approach and present the multitude of methods
implemented to positively influence a wide array of outcome variables. In addition, an
examination of the results from studies examining the efficacy of the selected interven-
tions (see Tables 15.1–15.4) illustrates that these programs have demonstrated effective-
ness in invoking change in many constructs thought to play a role in either the develop-
ment of or resistance to depression (i.e., perceived competence, quality of interpersonal
relations, problem solving, etc.).

Adventure programs are programs that utilize the natural environment (often wilder-
ness) to create realistic situations in which the employment of decision-making and
problem-solving strategies, as well as effective interpersonal skills, is necessary to success-
fully overcome the obstacles and challenges encountered and to achieve the intended
goals of the activity. The interpretation of environmental cues and the actions undertaken
to cope with challenging situations provide learning opportunities (Hans, 2000). In turn,
the learning opportunities can facilitate the development and strengthening of cognitive
and interpersonal skills that may generalize beyond the realm of the adventure program.

Adventure programs have not been developed with any particular theoretical frame-
work. Rather, there have been attempts to place the mechanisms at work in adventure
programs within some theoretical context. The most notable of these theories is Walsh
and Golins’ (1976) adventure education process model. This model identifies the constit-
uent parts that comprise the adventure program experience and attempts to describe,
with some predictive validity, the interrelationships between the elements that ultimately
defines participant development. Sibthorp (2003) provides a description of the model:

A motivated program participant is placed into a prescribed social and physical environment
where he or she masters specific problem solving tasks. The course instructor acts as a guide
to ensure that the tasks are both authentic and manageable and provides the necessary feed-
back to aid mastery, which, in turn leads to participant development.

Hattie, Marsh, Neill, and Richards (1997) describe common features of adventure
programs, including wilderness or backcountry settings; small groups (generally fewer
than 16 participants); mentally or physically challenging objectives; group interactions
centered on tasks that involve group problem solving and decision making; autonomy-
supportive, trained leader; and program duration of 2–4 weeks.

In a meta-meta-analysis comparing adventure-based with classroom-based pro-
grams, Hattie (1987, 1992, 1993) found that the benefits in achievement and affective
outcomes of adventure programs exceed the levels of similar outcomes of classroom-
based educational interventions. Hattie et al. (1997) conducted a meta-analysis examin-
ing the effects of adventure-based programs and determined that the initial effects of the
program were maintained and increased over the typical follow-up period (5.5 months).
The additive nature of program effects denotes that the effects of adventure-based pro-
grams persist and increase over time, which distinguishes them from classroom-based
programs.

A key determinant of the effectiveness of adventure programs is duration. The mean
length of reviewed adventure programs was 24 days (SD = 16). Programs longer than 20
days showed greater effect sizes immediately following a program as well as during the
follow-up period, as compared with programs categorized as short (less than 9 days) and
medium (10–19 days) in duration.
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Hattie et al. (1997) identified 40 categories, which were collapsed into six dimen-
sions that capture the outcome measures: leadership (e.g., decision-making ability), aca-
demic (e.g., problem-solving ability), self-concept, personality, interpersonal, and adven-
turesome. In general, the effect size of each dimension was high immediately following
the program, and the positive effects were maintained throughout the follow-up period,
with the exception of adventuresome (see Table 15.1 for a summary of results).

Leadership, conceptualized as interpersonal competence by the authors, included
measures on decision-making, conscientiousness, general and teamwork leadership, orga-
nizational ability, time management, values, and goals. On all measures, with the excep-
tion of goals and values, there are substantial effect sizes. Decision-making ability shows
the greatest effect size for the immediate and follow-up intervals.

Most adventure programs do not have an explicit academic achievement target with
designs for improving cognitive functioning. However, an interpretation of findings from
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TABLE 15.1. Characteristics of Adventure Programs

Program name

Adventure programs (e.g., Outward Bound)

Sample

Children through adults

Description of intervention

• Mental and physical challenges in wilderness or backcountry settings
• Small groups (less than 16)
• Interactions centered on tasks that involve group problem solving and decision making
• Duration: 2–4 weeks

Measures of interest

• Leadership
• Self-concept
• Academic
• Personality
• Interpersonal
• Adventuresome

Outcomes

• Leadership, self-concept, academic, personality, and interpersonal all significantly increased
immediately following the program

• Greatest effects were shown for independence, confidence, self-efficacy, self-understanding,
assertiveness, internal locus of control, and decision making

• Leadership (mean ES = 0.38; range = 0.05–0.71); highest significant effect on decision-making
ability for immediate (mean ES = 0.47) and follow-up intervals (mean ES = 0.64)

• Academic (mean ES = 0.46; range = 0.23–0.70); general academic proficiencies (mean ES = 0.45)
increase among participants in broad-focused adventure programs

• Self-concept (mean ES = 0.28; range = 0.07–0.47); significant effect on independence (mean ES =
0.47), confidence (mean ES = 0.33), self-efficacy (mean ES = 0.31), and self-understanding (mean
ES = 0.31)

• Personality (mean ES = 0.37; range = 0.10–0.65); reduced aggressive behavior (mean ES = 0.33),
increased assertiveness (mean ES = 0.42), cultivated an internal locus of control (mean ES = 0.30),
and enhanced emotional stability (mean ES = 0.49)

• Interpersonal (mean ES = 0.32; range = 0.00–0.64); cooperation (mean ES = 0.34) and social
competence (mean ES = 0.34)

• Adventuresome; no significant effect



the meta-analysis illustrates that general academic proficiencies increase among partici-
pants in broad-focused adventure programs. The nature of activities in such programs
fosters problem-solving abilities, including enhancement of identification, resolution, and
implementation strategies (Ewert, 1989), which are skills integral to general academic
competence.

Historically, the impact of self-concept and its various components has been the
most studied outcome of adventure-based programs (Hattie, 1987, 1992). Specifically,
Hattie et al. (1997) identified a number of components that are thought to at least partly
relate to independence, physical ability, peer relations, general self-concept, physi-
cal appearance, academic competence, confidence, self-efficacy, family relations, self-
understanding, and well-being. Findings in the meta-analysis reveal that the greatest
effect immediately following the program occurred in the areas of independence, confi-
dence, self-efficacy, and self-understanding.

Personality was associated with behavioral constructs, specifically aggressive behav-
ior, as well as assertiveness, locus of control, and emotion regulation. Adventure pro-
grams exhibited the beneficial effects of reduced aggressive behavior, increased assertive-
ness, cultivation of an internal locus of control, and enhanced emotional stability.

The challenging activities and tasks performed by adventure program participants
are normally done in small groups, requiring reciprocal communication and efforts to
accomplish certain goals. Thus, strengthening interpersonal skills can be considered a
focal point of adventure programs. According to Hattie et al. (1997), the social aspects of
the programs contributed to substantial effect sizes immediately following a program and
throughout the follow-up period. The interpersonal skills associated with the greatest
effect are cooperation and social competence. Table 15.1 presents a summary of the char-
acteristics of adventure programs, including results from studies examining the efficacy of
such programs.

Across Ages is a year-long, multidomain prevention program that combines men-
toring with community service, a classroom-based life skills curriculum, and parent
workshops. The program is intended to reduce the incidence of substance use among
adolescents, as well as to benefit the older mentors and deconstruct myths regarding age
(LoSciuto, Rajala, Townsend, & Taylor, 1996; Taylor, LoSciuto, Fox, Hilbert, &
Sonkowsky, 1999). The theoretical models in which Across Ages operates include posi-
tive youth development, Erikson’s (1960) concept of generativity, youth identity develop-
ment, the social developmental model, and social problem solving (Catalano, Berglund,
et. al., 2002).

Program participants were divided into three groups at the inception of the pro-
gram: no intervention, program, and mentoring. In addition to the community service,
classroom-based life skills curriculum, and parent workshops, in which both intervention
groups participated, the mentoring group participated in the mentoring component. The
authors hypothesized that the participants engaged in all four program components
would have significantly more positive outcomes than those who did not participate in
any of the program components. A second hypothesis posited that the mentoring group
would show greater positive outcomes on the evaluation battery than the program group.

Mentoring in Across Ages involves meeting with an elder twice a week, for a mini-
mum of 4 hours a week. The community service component includes biweekly nursing
home visits and a neighborhood environmental project. The students keep a journal and
discuss their experiences at the nursing home in their class. The life skills curriculum is a
26-session positive youth development curriculum (PYDC) made up of a social problem-
solving model and a substance abuse prevention curriculum taught for 45 minutes twice a
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week. The PYDC is implemented through didactic teaching, classroom discussions, vid-
eos, journal keeping, role plays in small groups, and homework assignments. The highly
structured social-problem-solving model addresses six areas: stress management, self-
esteem, problem solving, substance knowledge, health information, and social networks.
Parent workshops provide opportunities for positive parent–youth interaction with the
aim of strengthening the bonds between parents and children. The workshops provide
awareness of school resources available to students and provide teachers with an under-
standing of the risk factors to which the students are exposed. Parents learn about sub-
jects such as adolescent sexuality and engage in activities such as talent shows and story-
telling. (LoSciuto et al., 1996; Taylor et al., 1999).

Five hundred sixty-two sixth-grade students completed both the pre- and posttest
measures for the evaluation of Across Ages. Of the youth involved, 53% were female;
52% identified as African American, 16% as European American, 9% as Asian Ameri-
can, 9% as Hispanic, and 14% as other. The majority were living in poor, high-crime
neighborhoods. Only a minority (15–20%) reach or surpass the national average on stan-
dardized achievement tests (LoSciuto et al., 1996; Taylor et al., 1999).

The results demonstrated that mentoring led to positive effects, above and beyond
participation in the three other program components. The authors conjectured that the
success of the mentoring was largely attributable to the mentor’s ability to plan collabor-
atively, to listen, and to respect the mentee’s pace in disclosing information and building
trust with the mentor (LoSciuto et al., 1996; Taylor et al., 1999). Table 15.2 presents a
summary of characteristics of Across Ages, including results from studies examining the
efficacy of the program.

The Big Brothers and Big Sisters Program uses mentoring relationships indepen-
dently, seeking to provide social, cultural and recreational enrichment to its mentees
(Tierney, Grossman, & Resch, 2000). Eight Big Brother/Big Sister (BB/BS) networks were
followed to determine whether this mentoring relationship would lead to positive
outcomes—specifically, reductions in problem behavior and improvements in competen-
cies and overall well-being. From these networks, 1,138 Little Brothers and Little Sisters
(LB/LS) were selected to participate in the 17-month study. Within this sample, 62.4%
were boys, 56.8% were visible minorities, and 90% were living with only one parent.
The mean age of the participants was 12 years.

Participants were randomly placed in one of two conditions: with a mentor who was
matched according to shared interest, reasonable geographical proximity, and preference
for same-race, or on a waiting list for future placement with a mentor. On average, men-
tors interacted with their mentees three times a month (4 hours each time) for 12 months.
Outcome evaluation was based on participant and parent surveys and interviews con-
ducted at initial and follow-up assessments.

Six outcome areas were considered in Tierney and colleagues’ (2000) evaluation of
the Big Brother/Big Sister program: (1) antisocial activities, (2) academic performance,
attitudes and behaviors, (3) relationships with family, (4) relationships with friends, (5)
self-concept, and (6) social and cultural enrichment. Overall, the relationships established
between the mentors and the mentees produced positive outcomes. Tierney et al. (2000)
noted that beneficial relationships were likely a function of BB/BS’s matching ability as
well as the sustained nature (1 year minimum, or 144 hours) of the program (see Table
15.3 for a summary of results). Table 15.3 presents a summary of characteristics of BB/
BS, including results from studies examining the efficacy of the program.

The School Transitional Environment Project (STEP; Felner & Adan, 1988; Felner et
al., 1993; Felner, Ginter, & Primavera, 1982) is a school-based universal prevention pro-
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TABLE 15.2. Characteristics of Across Ages

Program name

Across Ages

Sample

• 562 sixth-grade students
• Participants divided into:

• Mentoring group
• Program group
• Control group

• Low socioeconomic status

Description of intervention

• Classroom intervention
• 45 minutes
• 2 times/week

• Parent workshops
• Biweekly
• 1-hour visits

• Community service
• 1 hour/week
• Nursing home visits

• Mentoring
• 2 times/week
• 4 hours

Measures of interest

Evaluation battery assessing:

• Ability to deal with peer pressure
• Frequency of adaptive behavior to stress and anxiety
• Self-perceptions
• Perceived competency and self-worth
• Frequency of specific substance abuse
• Knowledge about aging and older people
• Mood and emotional state
• Efficacy of problem-solving skills
• Knowledge about the effects of various drugs
• Attitudes about alcohol, drugs, elders, school, and community

Outcomes

• Participants in the mentor group in combination with the program showed positive effects in:
• Ability to react to situations involving drug use
• Attitudes toward school
• Attitudes toward elders
• Attitudes toward community service issues
• Attitudes toward the future

• Participants in the mentor group showed a significant decrease in frequency of specific substance
abuse over a 2-month period

• Participants in the mentor group were significantly less absent from school
• Participants in the exceptional mentor group showed significant improvement on all 11 outcome

measures



gram designed to modify the school environment to ease transitioning students, in hope
of preventing or reducing the associated negative outcomes, including psychopathology.
STEP directly addresses contextual factors in the school setting to create a supportive
atmosphere to reduce the stress associated with the normative transition of middle or
high school matriculation.

Theoretically, STEP operates within the transactional-ecological/transitional life-
events model, which states that normal changes can increase the risk of maladaptive out-
comes. The risk associated with transitions from one school to another is a result of
“heightened complexity and developmental demands of the new school setting” (Felner
et al., 1993, p. 110) and the inherent difficulty schools may have in accommodating stu-
dents with the support necessary for a positive transitional outcome. Risk reduc-
tion occurs when additional resources are provided to address the specific needs of
transitioning students.

Strategies central to the program include an emphasis on broadening the capacities
of homeroom teachers to deal closely with the transitional issues of the students. The
responsibilities accorded homeroom teachers establish a stabilizing source from which
students can seek information and advice about school-related matters, and are similar to
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TABLE 15.3. Characteristics of Big Brothers/Big Sisters

Program name

Big Brothers/Big Sisters

Sample

• 1,138 youths
• 487 in treatment group
• 472 in control group
• Mean age = 12 years
• Low socioeconomic status

Description of intervention

• Interaction with mentors 3 times a month for a minimum of 4 hours over the course of a year

Measures of interest

• Antisocial activities (initiation of drug abuse, initiation of alcohol abuse, hitting someone, stealing,
or destroying property)

• Academic performance, attitudes, behavior
• Relationships with family
• Relationships with friends
• Self-concept
• Social and cultural enrichment

Outcomes

• Youths in the treatment group were less likely to initiate drug and alcohol abuse and less likely to
hit others

• No differences in stealing / property damage
• Increased quality of relationship with primary caregiver
• Positive impact in treatment group on academic competence, GPA, classes/school days skipped
• Emotional support increased among youths in treatment group; and increase in intimacy in

communication
• No differences in self-concept, social, or cultural enrichment



the duties of a guidance counselor. The expanded role of homeroom teachers includes
increased contact with the families and teachers of the students, which ensures a healthy
interchange between students, teachers, and families. The result is increased awareness of
maladaptive behavior and assistance in identifying potential problems to be targeted with
supplemental support. A “cohort” was established, intended to provide a stable, familiar
social unit that would attend homeroom and core classes together. Class size was lowered
to produce smaller, more advantageous “learning communities.” The modifications to
the school environment were intended to diminish the potential risk of transitioning and
to enhance the peer and faculty support systems by creating a stable, predictable school
environment.

Multiple studies examining the impact of STEP implementation have been conducted
in middle and high schools, which have produced an extensive body of findings support-
ing environmental modification to facilitate school transitions for students. Longitudinal
data have indicated that, as compared with control groups, STEP participants demon-
strated higher levels of academic (e.g., grades, commitment to school) and behavioral
(e.g., regarding delinquency, substance abuse) functioning (Felner et al., 2001). Specific to
psychosocial outcomes, STEP has demonstrated a significant effect in the reduction of
depressive symptoms. In a large study (n = 1,965) of students transitioning to middle
school, measures of stress, anxiety, depression, self-esteem, and problem behavior were
administered to students to determine their transitional adjustment. As compared with
the control group, students in the intervention group showed higher levels of adaptive
adjustment, as indicated by lower levels of depression and anxiety symptoms, higher rat-
ings of self-esteem, and less problematic behavior (Felner et al., 1993). A summary of
characteristics of the STEP program, including results from studies examining its efficacy,
is presented in Table 15.4.

CONCLUSION

In closing, it is essential to return again to our central question of whether strength-based
programs designed to enhance competencies can produce developmental outcomes simi-
lar to those of deficit-based programs designed to prevent or reduce depression. A com-
plete answer to this question must both (1) identify the developmental outcomes pro-
duced by deficit-focused depression programs and (2) examine whether PYD programs
produce similar effects. Recent reviews of the depression prevention literature (Horowitz
& Garber, 2006; Merry, McDowell, Hetrick, et al., 2004) have demonstrated that
although certain specific programs have shown some effectiveness in preventing (i.e.,
Jaycox, Reivich, Gillham, & Seligman, 1994) or reducing (i.e., Clarke et al., 2001)
depression, the majority of others have been ineffective (i.e., Spence et al., 2003; Quayle
et al., 2001), particularly those programs utilizing a universal approach. Given that past
deficit reduction programs have in many instances not fully obtained their intended
effects (Horowitz & Garber, 2006; Merry, McDowell, Hetrick, et al., 2004), the question
with respect to PYD programs becomes whether they demonstrate greater, rather then
equal, success in achieving such effects. On a surface level, PYD programs address many
of the design shortcomings attributed to past deficit reduction programs, suggesting that
PYD programs may represent a valuable alternative approach. Further, our review of the
available literature suggests that PYD programs are likely to be effective in invoking
change in many psychosocial variables implicated in the development of and resistance to
depression (see Catalano, Berglund, et al., 2002). Such a conclusion, however, must be
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tempered, owing to flaws in both the studies and the literature reviews on which such
conclusions are based. Further, the assertion that positive changes in such vulnerability
and resiliency factors necessarily result in the prevention of depression, although intu-
itive, has yet to be empirically examined.

One beneficial feature of PYD programs that bolsters their capacity to serve as an
alternative approach to traditional deficit-based programs is their use of a broadly tar-
geted approach that emphasizes competence enhancement, generally within the context
of normative development. The promotive goals of PYD lessen the stigma associated with
participation in a depression prevention program and increase the relevancy of PYD
interventions to children and adolescents. The result is an intervention with content that
is more identifiable to youth, as well as program goals that are more likely to be
embraced by participants and potential participants.

When beginning to unravel how PYD programs appeal to youth and are able to gen-
erate positive outcomes, it may be constructive to consider the theory of developmental
intentionality (Walker, Marczak, Blyth, & Borden, 2005). The theory posits three pre-
cepts that drive the development and implementation of youth programs. The first is a
strong focus on long-term developmental outcomes within all facets of the program. In
other words, the program has a well-defined set of developmental goals and every aspect
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TABLE 15.4. Characteristics of School Transitional Environment Project (STEP)

Program name

School Transitional Environment Project (STEP)

Sample

• 1,204 sixth-grade students in treatment group
• 761 sixth-grade students in control group

Description of intervention

• Partial reorganization of social/school system:
• Treatment groups were assigned to classes so their core academic subjects were taken only with

other treatment students
• Redefinition of homeroom teacher by giving more responsibility (e.g., contacting parents when

adolescent is absent)

Measures of interest

• School Transitions Index
• Children’s Depression Inventory
• Revised Children’s Manifest Anxiety Scale
• Self-Evaluation Outcome
• Delinquency Scale of the Youth Self-Report
• Teacher–Child Rating Scale

Outcomes

• STEP students reported significantly lower levels of school transitional stress and better adjustment
on measures of:
• Anxiety
• Depression
• Self-esteem
• Delinquent behavior

• Teacher ratings of class behavior were also significantly better for STEP participants than for
controls

• Grades and attendance were better among treatment group



of the program is crafted to increase the likelihood of participants being able to attain
such goals. In line with this precept, preliminary results from multiyear follow-up studies
suggest that the acquisition of skills that benefit participants in multiple domains posi-
tively impact long-term developmental outcomes (see Catalano, Berglund, et al., 2002).
The second precept is active engagement by participants in the learning opportunities
provided by the program. In other words, the success of PYD programs relies on collabo-
ration between participating youth and program facilitators, which is often enhanced by
parental and community involvement. Finally, the third precept states that engagement is
facilitated by a good fit between the youth and the program. A good fit can occur as a
result of multiple factors, including program content and activities, program delivery
style, facilitator–participant congruency, and interparticipant identification. The value
that PYD places on normative developmental processes and outcomes inherently fosters a
good fit between participant and program.

An area of the PYD literature that has received scant attention to date is the develop-
ment of coherent, systematic theoretical frameworks that guide program design and
implementation. That is, these programs are often interventions in search of a theory. An
incomplete theoretical framework for PYD programs is implicated in nonoptimal pro-
gram development and implementation and, ultimately, hindrance of evaluation efforts.
The active proliferation of programs designed and implemented within the promising but
not-quite-sound PYD framework raises concerns of replicability and exposes a weakness
in the dissemination of PYD programs. Without necessarily understanding the mecha-
nisms that underlie the effectiveness of PYD programs, efforts to modify programs to
improve ecological validity may be ill-informed.

There are a limited number of well-defined models devised explicitly for PYD pro-
grams. A notable one is the Search Institute’s developmental assets model (Benson, 1997),
which posits that internal and external developmental assets are imperative for positive
youth development. The authors identify 40 assets, which are defined as building blocks
that are crucial for the promotion of healthy youth development and well-being (Benson,
Leffert, Scales, & Blyth, 1998). The assets are grouped in seven categories, which include
both external and internal assets. Whereas external assets consist of support, boundaries
and expectations, empowerment, and constructive use of time, internal assets consist of
commitment to learning, positive values, and social competence. Leffert, Benson, Sharma,
Drake, & Blyth (1998) demonstrated that programs that foster a greater number of
developmental assets tend to produce higher levels of positive outcomes as well as lower
levels of negative outcomes among secondary school students.

Finally, the suggestion that PYD interventions provide a promising alternative to
depression prevention is not a call to replace depression prevention programs. Depression
prevention programs have demonstrated success in treating, and in a limited number of
instances, preventing depression (Horowitz & Garber, 2006; Merry, McDowell, Hetrick,
et al., 2004). Much of the success has occurred in targeted populations in which partici-
pants either are at risk of developing depression or exhibit prodromal symptoms. Perhaps
depression prevention strategies are able to effectively identify and target clear-cut risk
groups with well-established processes. PYD interventions may be able to capitalize on
the differential effectiveness among prevention programs and provide the content and
environment needed to successfully target youth populations for whom depression pre-
vention programs are not the best option. As there are many ways to prevent depression,
the future of the field may ultimately lie in identifying the intrapersonal and environmen-
tal variables that predict the greatest response to specific prevention approaches.
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16 Sex Differences in Child
and Adolescent Depression

A Developmental
Psychopathological Approach

Benjamin L. Hankin, Emily Wetter,
and Catherine Cheely

One of the most consistent findings in the literature on depression is the
sex difference in prevalence rates: Twice as many women are depressed as men, starting
sometime around menarche during adolescence and lasting throughout most of adult-
hood (Hankin & Abramson, 1999; Mazure & Keita, 2006; Nolen-Hoeksema, 1990,
2002). Understanding why this sex differences exists, why it begins around puberty, how
it unfolds over development, and how it affects normal and abnormal development are
some of the most captivating and least understood phenomena in developmental psycho-
pathology.

Given the focus of this edited volume, this chapter concentrates on sex differences in
depression during childhood and adolescence and reviews what is known about sex dif-
ferences in rates and manifestation of depression, its etiology, treatment, and prevention
among youth. In particular, we cover five main areas. First, we review briefly the exten-
sive literature concerning typical sex differences in normal development during childhood
and adolescence. Next, we summarize the developmental epidemiological findings to
explicate when the sex difference in depression emerges. Third, we consider etiological
explanations for the sex difference in depression, with a particular emphasis on the few
integrative, coherent developmentally sensitive conceptual theories. Fourth, we evaluate
whether and how sex affects interventions (treatment and prevention) in youth depres-
sion. Finally, we suggest future directions and discuss broad issues facing the field.

We take a developmental psychopathological perspective in covering these topics
(see Cicchetti, 2006; Cicchetti & Rogosch, 2002), drawing attention to a few points here
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and throughout the chapter (see also Crick & Zahn-Waxler, 2003; Rutter, Caspi, &
Moffitt, 2003; Zahn-Waxler, Crick, Shirtcliff, & Woods, 2006). First, it is important to
study and consider both normal and abnormal factors and processes together, as both are
important and inform each other. Most of the writing in the area of sex differences
broadly focuses on either normal (e.g., emotions, social relationships, parental socializa-
tion) or abnormal (e.g., clinical depression, conduct disorder) development. We review
the literature on sex differences from both normal and abnormal development perspec-
tives. Second, we consider theory and empirical findings pertaining to the infant, child,
and adolescent periods in order to promote a developmental pathways and lifespan per-
spective. We do not cover adulthood, as doing so would be beyond the scope of this chap-
ter and sex differences in adult depression are reviewed elsewhere (e.g., Hankin &
Abramson, 1999; Keyes & Goodman, 2006; Kuehner, 2003; Mazure & Keita, 2006;
Nolen-Hoeksema, 2002). Most of the earlier literature has focused largely on adoles-
cence, which is sensible, given that the sex difference in depression is most pronounced
during this developmental period. Yet this means that less attention has been paid to sex
differences in childhood and the potential developmental precursors contributing to the
emergence of the sex difference in depression (but see Crick & Zahn-Waxler, 2003;
Keenan & Hipwell, 2005, for notable exceptions). Third, we examine the role of devel-
opmental pathways in the emergence of sex differences in depression. Specifically, we
consider homotypic and heterotypic continuity in the manifestation of depressive symp-
toms in boys and girls over time. Homotypic continuity refers to stability in both the
manifestation and underlying processes of depression (i.e., the presentation of depression
in boys and girls is similarly stable over time, as are the latent processes contributing to
the manifestation of the symptoms), whereas heterotypic continuity denotes that there is
stability over time in the underlying processes or latent construct of depression, but the
observable and measurable manifestation of depressive symptoms may change over time.
We also consider the etiological processes contributing to the rise in depression by sex
over time and discuss equifinality and multifinality. Equifinality, in which different path-
ways lead to the same outcome, may make boys and girls similar to each other at one
developmental point. Multifinality, in which different pathways emanate from a similar
starting point, may make boys and girls follow different developmental trajectories with
varying risk and protective factors at later stages. Finally, we emphasize an integrative
approach involving multiple levels of analysis (e.g., genetics, hormones, cognition, rela-
tionships, emotions, etc.) to understand why more girls exhibit depression starting in
adolescence. To date, there is no truly integrative theory of the emergence of the sex dif-
ference in depression that aptly includes all levels of analysis, including developmental
and contextual influences. The few extant integrative models (e.g., Cyranowski, Frank,
Young, & Shear, 2000; Hankin & Abramson, 2001; Keenan & Hipwell, 2005; Zahn-
Waxler, 2000) have emphasized and integrated certain factors and levels of analysis to the
relative exclusion of other potential influences.

TYPICAL SEX DIFFERENCES IN NORMAL DEVELOPMENT
Biological Factors

At the simplest level, there are genetic differences between boys and girls that begin at
birth and have developmental significance throughout life. Males have one X and one Y
chromosome, whereas females have two X chromosomes. Apart from these basic genetic
differences having clear functional significance (e.g., X-linked mutations like color blind-
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ness), they also affect later biological factors, such as hormones, that may influence the
ontogeny of the sex difference in depression (Steiner, Dunn, & Born, 2003).

Hormones regulate and influence gene expression. Androgenic hormones directly
contribute to the processes that make a male’s brain masculine and less feminine, depend-
ing on the amount of hormone present in utero. These neuroendocrine effects on brain
and behavior are affected by later developmental events at puberty and throughout ado-
lescence (McEwen, 1992). During puberty, testosterone levels rise dramatically for boys,
and estradiol levels increase for girls (Hayward, 2003). Despite these clear changes in sex
hormones, the effects they have on mood, emotion, and behavior are subtle, complex,
and depend on an individual’s developmental stage and other biosocial influences
(McEwen & Alves, 1999; Steiner et al., 2003; Udry, 2000).

In addition, gonadal steroids can moderate the functional role of other hormones for
girls, as compared with boys. The hypothamalamic–pituitary–adrenal (HPA) axis, which
is important for managing the body’s response to stress, interacts with gonadal steroids:
Testosterone suppresses and estrogen enhances HPA axis activity (Rhodes & Rubin,
1999). Thus, girls may respond more to the long-term consequences of stress. Moreover,
girls’ response to stress differs from boys’ because oxytocin (a hormone that enhances
caregiving and relaxation and reduces fearfulness and sympathetic activity) and endoge-
nous opioids appear to be fundamental to females’ response to stress, whereas vaso-
pressin (a hormone involved in aggressive social behavior) is more indicative of males’
stress response (Insel & Fernald, 2004; Rhodes & Rubin, 1999; Taylor et al., 2000).
Estrogen also enhances girls’ more typical social/affiliative response to stress (i.e., tend-
and-befriend), whereas testosterone decreases this response (Taylor, Dickerson, & Klein,
2002).

There are also sex differences in most neurotransmitter levels and activity. For exam-
ple, females respond less to serotonin (5-HT), 5-HT receptors are down-regulated more
in girls than boys, 5-HT binds more in males, and there are sex differences in the way in
which sex hormones regulate 5-HT (McEwen, 2001; McEwen & Alves, 1999).

Emotional Development and Temperament

Starting as early as infancy and toddlerhood, there are sex differences in the display of
basic emotions. Boys tend to exhibit more irritability and anger, whereas girls show more
fearfulness (Brody, 1999; Ruble & Martin, 1998; Ruble, Martin, & Berebaum, 2006). By
age 2, girls show greater levels of empathy (Zahn-Waxler, Robinson, & Emde, 1992).
Also early in life, girls are more socially aware and sensitive to others’ affective states
(Brody, 1985). In contrast, boys exhibit more frustration, anger, and emotional dysregu-
lation than girls starting by preschool and persisting thereafter (Zahn-Waxler, Schmitz,
Fulker, Robinson, & Emde, 1996). By adolescence, boys tend to deny their sadness and
seek to hide internalizing and submissive forms of negative emotions, especially sadness
and anxiety, whereas girls report higher levels and more intense degrees of sadness,
shame, and guilt (Brody & Hall, 2000; Zahn-Waxler, 2000; Zeman & Shipman, 1997). It
has been suggested that these differences may be due to temperamental factors or paren-
tal socialization factors, as discussed in greater detail next.

Generally consistent with these findings from individual studies of emotion, a recent
meta-analysis of temperament showed sex differences in temperament (Else-Quest,
Hyde, Goldsmith, & Van Hulle, 2006). Girls showed higher levels of effortful control
(e.g., attentional shifting, inhibitory control, ability to control inappropriate behavior),
whereas boys demonstrated greater levels of surgency/extraversion (e.g., in ratings of
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activity, high-intensity pleasure, and impulsivity). However, no differences were seen in
shyness, sociability, or broad negative affectivity, although girls had higher levels of fear-
fulness than boys.

Social Development

Starting early in life, boys’ play tends to center on action, playing with objects, and
achievement and power, whereas girls’ play emphasizes relational and family themes
(Maccoby, 2002). Boys tend to be more physically aggressive (e.g., hitting, punching,
kicking) than girls (Coie & Dodge, 1998; Ruble & Martin, 1998), whereas girls aggres-
sion occurs more in indirect, social realms (i.e., relational aggression; Crick & Grotpeter,
1995; Crick, 1997; Underwood, 2003). Girls’ focus on relationships, cooperation, and
harmony persists from childhood into adolescence (Maccoby, 2002).

These sex differences are also observed in youths’ interpersonal and social relation-
ships (Rose & Rudolph, 2006). Generally, Western societies expect females to be more
relationship-oriented than males, and males to be more assertive (Brody & Hall, 2000). For
girls, as compared with boys, close interpersonal relationships are more important for their
self-definition and identity (Gore, Aseltine, & Colten, 1993; Maccoby, 1990) and are used
more as a source of emotional support (Buhrmester, 1996; Cross & Madson, 1997). More-
over, girls exhibit a stronger relational orientation and greater affiliative needs in adoles-
cence as compared with boys (Cyranowski et al., 2000; Rudolph, 2002). Adolescent
girls’ relationships are characterized by greater levels of intimacy, emotional support, and
self-disclosure than are boys’ relationships (Buhrmester & Furman, 1987; Furman &
Buhrmester, 1992; Rose & Rudolph, 2006), whereas such relationships among boys tend to
be grounded in companionship and shared activities (Maccoby, 1990). Yet this general rela-
tional orientation for girls, although providing a source of support, also appears to carry a
cost. Rose (2002) described the process of corumination, in which girls tend to disclose
more emotional information as they seek support among peers, and which may contribute
to internalizing problems. Girls’ social orientation may contribute to their exposure to
interpersonal stressors (Rose & Rudolph, 2006).

Parental Treatment and Socialization

The parental socialization literature suggests that parents accept greater levels of anger,
assertiveness, and problematic behavior in boys, whereas they tend to encourage, rein-
force, and respond more to girls’ submissive emotions (e.g., sadness) and behaviors
(Brody, 1999; Eisenberg, Cumberland, & Spinrad, 1998). Parents’ differential treatment
of sons and daughters appears to be subtle and outside their awareness, rather than overt,
purposeful, or conscious (Eisenberg & Fabes, 1994; Fivush, 1989). Starting in their chil-
dren’s infancy, parents treat boys and girls differently in terms of modeling, instruction,
training, and monitoring, although these interactions between child and parent are likely
bidirectional (Leaper, 2002). Parents tend to enhance autonomy in sons, as compared
with daughters, whereas daughters receive more physical affection in a manner that pro-
motes relationships (Leaper, 2002). Parents also treat daughters and sons differently
through their encouragement of sex-linked play. Fathers engage their sons via activity
that is stimulating and physical in nature, whereas mothers more often interact with
daughters in relational play involving shared activities (Leaper, 2002).

Parents also talk about affective experiences and use emotion words more often and
in varied ways with daughters than with sons. Of particular importance to depression,
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parents discuss sadness more with girls and anger more with boys (Fivush, 1989); they
accentuate the affective experience of emotions with girls, whereas the causes and conse-
quences of emotions are highlighted for boys (Cervantes & Callanan, 1998); and they
believe that girls are supposed to experience certain kinds of negative emotions (sadness,
fear, and guilt), whereas boys are expected to display more anger (Brody & Hall, 1993).
Mothers accept anger and physical retaliation more in toddler sons than daughters, but
daughters are socialized more to resolve anger and to reestablish and to engage in dam-
aged relationships (Fivush, 1989).

Sex Roles and Stereotypes

The real magnitude (i.e., effect size) in sex roles is relatively small (Hyde, 2005) and
likely describe a subset of boys and girls who are at the tail end of a normally distrib-
uted sex role distribution. Still, it seems likely that these relatively atypical boys and
girls at the ends of the sex role distribution may contribute to the formation and per-
petuation of sex role stereotypes. In addition, those boys and girls who best represent
the prototypic masculine and feminine traits, respectively, may be more likely to
develop psychopathology.

Male sex role stereotypes include characteristics of competence and achievement
denoted, for example, as “active,” “aggressive,” “athletic,” “leader,” and “assertive,”
whereas female sex role stereotypes include descriptions of their tendencies toward high
levels of caring and involvement in relationships (e.g., “gentle,” “sensitive,” and “under-
standing”; Alfieri, Ruble, & Higgins, 1996; Bem, 1978). These sex role stereotypes begin
early: Anger is viewed as a male characteristic, and sadness as a female feature, by the
time of preschool (Karbon, Fabes, Carlo, & Martin, 1992). Moreover, traits that charac-
terize the feminine stereotype (e.g., dependent, emotional, focused on relationships, help-
less, passive) are most consistent with internalizing symptoms, whereas features of the
male stereotype (active, assertive, independent, rational, self-motivated) are potentially
more associated with externalizing problems (Hill & Lynch, 1983; Wichstrom, 1999).

DEVELOPMENTAL TIMELINE FOR THE EMERGENCE OF SEX DIFFERENCES
IN DEPRESSION
Potential Sex Differences in Manifestation of Depression
across Developmental Stages

Prior to delineating when the sex difference in depressive symptoms and disorders
emerges, it is first important to evaluate and consider whether the construct or syndrome
of depression is equivalent in boys and girls. This question can be broken down into
subquestions:

1. Do clinically depressed boys and girls manifest the same depressive symptoms?
2. Is there a reporting bias in depression such that girls are more likely than boys to

report or discuss depressive symptoms?
3. Do boys and girls respond to depression assessment measures equivalently?
4. Are the developmental pathways for depression similar for boys and girls?

Before reviewing the evidence available on these questions, we highlight the importance
of these issues and call for more research to address them, because much of the research
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has been insufficiently rigorous and has produced inconclusive results. This means that
the field has not been able to rule out rigorously the possibility that the sex difference in
depression is not as real and as substantial as it is believed to be and portrayed. There is
reason to suspect sex differences in symptom presentation at any particular developmen-
tal stage, as well as a potential reporting bias, because girls are socialized to express more
sadness and to be more comfortable talking about sadness, whereas boys are socialized to
inhibit expressions of sadness.

First, there is evidence showing that clinically depressed males and females exhibit a
different pattern of depressive symptoms. Most of this evidence is based on adult samples
(e.g., Angst & Dobler-Mikola, 1984; Frank, Carpenter, & Kupfer, 1988; Kornstein et al.,
2000a; Silverstein, 2002). As compared with depressed men, depressed women tend to
exhibit more anxiety, somatic complaints, hypersomnia, increased appetite and weight
gain, fatigue, psychomotor retardation, and concerns about body image and physical
appearance, although these exact symptom differences are not always found (Khan,
Gardner, Prescott, & Kendler, 2002). There is little sex difference in functional impair-
ment (Angst & Dobler-Mikola, 1984; Kornstein et al., 2000a). Fewer sex differences in
symptoms are found among clinically depressed adolescents, although most studies have
limited power, owing to small sample sizes (e.g., Kovacs, 2001; Mitchell, McCauley,
Burke, & Moss, 1988; Roberts, Lewinsohn, & Seeley, 1995; Sorensen, Mors, & Thom-
sen, 2005). The largest study to date (Bennett, Ambrosini, Kudes, Metz, & Rabinovich,
2005) of clinically depressed adolescents found that adolescent girls reported more guilt,
body image dissatisfaction, self-blame and disappointment, beliefs of failure, concentra-
tion difficulties, sadness/depressed mood, sleep problems, and fatigue, whereas boys
reported more problems with anhedonia as well as diurnal variation (with greater levels
of sadness and fatigue in the morning). Kovacs, Obrosky, and Sherrill (2003) followed
their clinically referred sample of depressed children (49 girls and 38 boys) from age 10
to age 21 to examine this issue longitudinally. They found that girls were more likely to
exhibit irritability during midadolescence, which then declined into adulthood, but most
of the boys were consistently irritable throughout the follow-up; that girls were at greater
risk for suicide in midadolescence, but boys during later adolescence; and that girls dis-
played more somatic symptoms than boys, and these complaints increased with age. Only
negative body image and dysphoric mood displayed significant sex differences in manifes-
tation equally across age (more typical among girls than boys).

Second, the issue of a possible reporting bias in willingness to discuss depressive
symptoms has been examined indirectly. For example, the evidence that an equal propor-
tion of adult men and women are likely to seek help or to be referred for treatment (Gater
et al., 1998; Olfson, Zarin, Mittman, & McIntyre, 2001) has been inferred to mean that
there is not a substantial sex difference in openness to report depression. We located no
study that examined this issue among youth, so it remains an open question.

Third, males and females exhibit some differences in how they respond to assess-
ments of depression (i.e., possibility of sex bias in measurement). The main issue is that
the observed mean level sex difference found in certain symptoms or clusters of depres-
sion (e.g., anxious/somatic symptoms or concerns about body image) could be the result
of a sex bias in reporting those symptoms rather than a true sex difference in depression
manifestation. Data analytic methods, such as item response theory (IRT) and differential
item functioning (DIF), can be used to differentiate the possible sex difference in manifes-
tation of symptoms from the potential sex bias in measurement, yet few researchers have
used them to examine this issue (Santor & Ramsay, 1998). In an examination of the Beck
Depression Inventory (BDI) among depressed outpatient and nonpatient college samples,
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there was little evidence of a sex bias (Santor, Ramsay, & Zuroff, 1994), although some
BDI items, especially the symptom concerning distorted body image, revealed a sex bias
such that women were more likely to endorse it than men. A second study of a commu-
nity sample of late adolescents (Hankin, Conrad, & Wang, 2006) examined this issue
with the BDI and the Mood and Anxiety Symptoms Questionnaire (MASQ; Watson et
al., 1995), which assesses both general distress and anhedonic symptoms of depression.
This study found that boys were less likely to endorse some BDI items (sadness, episodes
of crying, and change in body image), and other items were less likely to be endorsed by
girls (insomnia, loss of appetite, and loss of weight). On the MASQ, boys were less likely
to respond to the items indicating affective distress (e.g., felt sad, felt like crying, felt
unattractive), whereas girls were less likely to respond to more behavioral/nonaffective
items (e.g., felt really bored, felt as if it took extra effort to get started) and positively
worded affective items (e.g., felt cheerful, felt as though I was having a lot of fun). It is
important to note, however, that the sex difference in depression remained even after
removing these potentially sex-biased items. Additional research examining the psycho-
metric properties of depression assessments and possible sex-linked biases in responding
is needed to evaluate this issue.

Fourth, there may be sex differences in depression manifestation over time in terms
of developmental pathways (i.e., homotypic and heterotypic continuity). In their longitu-
dinal research, Gjerde and colleagues (Gjerde, 1995; Block, Gjerde, & Block, 1991)
showed that the manifestation and developmental antecedents of depressed mood may
differ for boys and girls. Dysphoric boys expressed their unhappiness directly, whereas
girls hid their unhappiness through introspection, greater self-preoccupation, and lack of
direct hostility. Earlier in life, these dysphoric boys were described as undercontrolled and
aggressive, whereas the girls tended to be oversocialized and overcontrolled. Rowe and
colleagues (Rowe, Maughan, Pickles, Costello, & Angold, 2002) found that early opposi-
tional behavior characterized a pathway that led to conduct disorder for boys, but
depression for girls.

Finally, we highlight an additional methodological and conceptual difficulty in
addressing whether depressive symptoms manifest themselves the same way in boys and
girls. A significant complication is the fact that the symptoms and general syndrome of
depression appear to change across development from preadolescence through adoles-
cence (Weiss & Garber, 2003; Hankin & Abela, 2005). Thus, at present, the degree of
continuity (either homotypic or heterotypic) in depression is uncertain, although the best
available evidence is consistent with heterotypic continuity, such that depression is
believed to be the same underlying construct across development despite some changes in
manifest symptoms across development (e.g., anhedonia being less common in children
but more prevalent starting in adolescence). As a result, the conundrum of establishing
continuity in the syndrome of depression in general makes the investigation of potential
sex differences in the manifestation of depression across development all the more diffi-
cult and complicated (e.g., presentation of depression in preadolescent girls versus boys
and adolescent girls versus boys).

In sum, the available evidence suggests some small but replicable sex difference in
the manifestation of depressive symptoms among youth and adults. However, the rela-
tively small size of these differences in a few symptoms suggests that although the overall
sex difference in depression is a real phenomenon, further research would help to deter-
mine the degree to which the sex difference in the manifestation and measurement of
these particular symptoms affects the overall strength of the sex difference in depression
across age.
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Emergence of Sex Differences in Depression

We selectively focus our review on relatively large, community-based samples, in contrast
to smaller convenience samples or psychiatric and clinically referred samples that are less
representative and exhibit greater comorbidity (Newman et al., 1996). Overall, depressed
mood is fairly common during adolescence, particularly among adolescent girls, with the
likelihood of depressed mood ranging between 25 and 40% for girls and between 20 and
35% for boys (Petersen et al., 1993). Prospective longitudinal studies from preado-
lescence to young adulthood show that girls’ depressive symptoms and depressed mood
increase after age 13, whereas boys’ symptoms and mood remain relatively constant or
increase at a lower rate than girls’ (Angold, Erkanli, Silberg, Eaves, & Costello, 2002;
Petersen, Sarigiani, & Kennedy, 1991; Ge, Lorenz, Conger, Elder, & Simons, 1994; Cole,
Martin, Peeke, Seroczynski, & Fier, 1999; Wade, Cairney, & Pevalin, 2002). Twenge and
Nolen-Hoeksema (2002), in a meta-analytic review of self-reported symptoms, found this
same pattern: Girls’ depressive symptoms increased starting at age 13, whereas boys’ lev-
els of depressive symptoms remained relatively stable during adolescence.

Cross-sectional studies of children and adolescents provide evidence that more girls
than boys are diagnosed with clinical depression after age 13 (Lewinsohn, Hops, Roberts,
Seeley, & Andrews, 1993; Silberg et al., 1999; Angold, Costello, & Worthman, 1998).
Prospective community studies indicate that more girls than boys show clinical depres-
sion beginning after age 13 (Cohen, Cohen, Kasen, & Velez, 1993; Costello, Mustillo,
Erkanli, Keeler, & Angold, 2003; Hankin et al., 1998; Reinherz, Giaconia, Lefkowitz,
Pakiz, & Frost, 1993; Weissman, Warner, Wickramaratne, Moreau, & Oflson, 1997).
For example, one study (Hankin et al., 1998) showed that both boys and girls became
increasingly more depressed between the ages of 15 and 18 (from 3 to 17%), and this
increase was greater for girls (from 4 to 23%) than for boys (from 1 to 11%).

In addition to age as a developmental index, pubertal development and timing have
also been studied as factors that may affect the time when more girls become depressed
than boys (Angold, Worthman, & Costello, 2003; Hayward & Sanborn, 2002). Pubertal
development (measured by Tanner stages) predicted the emergence of the sex difference
in depression better than age: Girls reported increased rates of depressive disorders after
Tanner Stage III (Angold et al., 1998). Regarding pubertal timing, most studies find that
early puberty in girls, but not boys, is linked with elevated depression (e.g., Ge, Conger,
& Elder, 1996; Graber, Lewinsohn, Seeley, & Brooks-Gunn, 1997; Paikoff, Brooks-
Gunn, & Warren, 1991; but see Angold, et al.,1998, for contrary evidence). Stice,
Presnell, and Bearman (2001) showed that body dissatisfaction, dieting, and high body
mass partially explained why early puberty is linked with depression in girls. Still, it is
worth noting that early pubertal timing is a complex phenomenon resulting from various
biological, social, and contextual factors: Genetics and environmental influences (e.g.,
nutrition and exercise) affect pubertal timing (Hayward, 2003). However, Crick and
Zahn-Waxler (2003) note that researchers must look beyond only a biological examina-
tion to understand the role of puberty in onset of depression. For example, maternal
depression contributes to early puberty in daughters (Ellis & Garber, 2000).

Other research has examined whether ethnicity influences the unfolding of the sex
difference in depression. One study (Kistner, David, & White, 2003) found that boys
were more depressed than girls among African American youth (grades 3–5), whereas
European American girls were more depressed than boys. Yet other studies (Schraedley,
Gotlib, & Hayward, 1999; Siegel, Aneshensel, Taub, Cantwell, & Driscoll, 1998;
Twenge & Nolen-Hoeksema, 2002) found that Hispanic adolescents reported the great-
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est level of depressed mood, as compared with European Americans or African Ameri-
cans, but that there was no significant interaction between ethnicity and sex in predicting
depressed mood. Hayward, Gotlib, Schraedley, and Litt (1999) found that menarche was
associated with depressed mood only among European American girls, not among His-
panic or African American girls. Thus, these few studies highlight the need for further
research on how ethnicity may influence the sex difference in depression.

Sex Differences and Comorbidity of Depression
with Other Psychopathologies

It is well known that depression co-occurs with other common emotional and behavioral
symptoms and problems. A comprehensive review of comorbidity is beyond the scope of
this chapter (see Avenevoli, Knight, Kessler, & Merikangas, Chapter 2, this volume;
Angold, Costello, & Erkanli, 1999); briefly, some of the most common comorbidities
occur between depression, anxiety, externalizing behaviors such as attention-deficit/
hyperactivity disorder (ADHD) and conduct disorder (CD), and eating disorders. In this
section we review how sex influences the co-occurrence of depression with these
psychopathologies and whether there are sex-linked developmental trajectories linking
these comorbid conditions.

Overall, Rutter and colleagues (2003) have argued that the sex difference in psy-
chopathology can be roughly categorized: Early-onset psychiatric disorders, such as
ADHD, CD, autism, and language disorders, are more prevalent among boys, whereas
adolescent-onset emotional disorders, such as depression, eating disorders, and anxiety,
are more prevalent among girls. As a general rule describing the prototypic onset of these
disorders and their association with sex, this dichotomy is accurate, yet it may obscure
the investigation of issues important for advancing a more complete understanding of the
development of the sex difference in depression. It is important to study the early onset of
problems in girls and the later onset of symptoms in boys that may not fit into the proto-
typic pattern. Moreover, there may be important prodromal indicators and developmen-
tal precursors of problems in both boys and girls that are less likely to be noticed because
they are subsyndromal and thus not diagnosed. As we discuss in greater detail later in the
chapter, there has been increasing theoretical and empirical attention to the preadolescent
precursors of the sex difference in depression (e.g., Keenan & Hipwell, 2005; Zahn-
Waxler, 2000), and this line of research centers on subtle and early predictors of depres-
sion well before the substantial surge of depression among adolescent girls. A focus on
only when the sex difference in modal patterns of marked, diagnosable syndromes occurs
may obscure the study of early signs and predictors of problems.

Comorbidity of depression and anxiety is more common among girls than boys
(Lewinsohn, Rohde, & Seeley, 1995). Prospective community studies (Cohen et al., 1993;
Cole et al., 1999; Lewinsohn, Gotlib, Lewinsohn, Seeley, & Allen, 1998; Reinherz et al.,
1993; Pine, Cohen, Gurley, Brook, & Ma, 1998) show that more girls than boys have an
anxiety disorder, and the anxiety disorder often precedes the onset of a depressive disor-
der. In particular, certain anxiety disorders, including generalized anxiety disorder and
panic disorder, tend to precede depression, especially in early adolescence and among
girls (Parker & Hadzi-Pavlovic, 2004). Moreover, co-occurrence of depression with more
than one anxiety disorders tends to occur primarily among girls (Parker & Hadzi-
Pavlovic, 2004). Taken together, these results suggest that there may be a developmental
pathway for girls from anxiety to depression.
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In contrast, more boys than girls show overt, physically aggressive, externalizing
behaviors (Loeber & Keenan, 1994; Keiley, Bates, Dodge, & Pettit, 2000; Moffitt, Caspi,
Rutter, & Silva, 2001; Rutter et al., 2003). The co-occurrence of depression with disrup-
tive behavioral problems (CD and oppositional defiant disorder) was found to be
more likely among clinically depressed boys than girls (Rohde, Lewinsohn, & Seeley,
1991), and this likelihood holds longitudinally over time (Kovacs, Obrosky, & Sherrill,
2003).Yet the sex difference in aggression seems to diminish when both indirect/relational
and direct/physical aggression are considered (Crick et al., 1999). Starting in preschool,
girls show more indirect aggressive behaviors (e.g., threatening to end a friendship unless
demands are met; retaliating by socially excluding others) than boys within interpersonal
relationships (Crick & Grotpeter, 1995; Crick et al., 1999).

More adolescent girls than boys have been diagnosed with lifetime histories of eating
disorders (Lewinsohn et al., 1993; Steiner & Lock, 1998). There is evidence that eating
disorders co-occur among clinically depressed girls more than boys (Rohde et al., 1991)
and that depressed girls, but not boys, are at elevated risk for developing eating disorders
as they become young adults (Kovacs et al., 2003).

ETIOLOGICAL FACTORS AND CONCEPTUAL MODELS
Evaluating Proposed Causal Explanations for the Sex Difference
in Depression

Prior to reviewing the various possible explanations for the emerging sex difference in
depression, it is important to note that no comprehensive theory of depression has been
offered that adequately accounts for the multiple facets of depression, including when
and why sex differences in depression emerge. Multiple processes (i.e., equifinality and
multifinality) likely contribute to the development of sex differences in depression. This
review focuses on extant research examining those factors that may explain why the sex
difference in depression emerges during early adolescence. Other factors may contribute
to the sex difference in depression at different points during the lifespan. For example,
gender role inequality in marital relationships may explain why more adult women are
depressed than men (Strazdins, Galligan, & Scannell, 1997), but this association would
not account for why more girls start becoming depressed around midpuberty. Similarly,
factors associated with the emergence of the sex difference in depression may be develop-
mentally specific to adolescence and may not apply to adults.

The potential range of studies to be reviewed is immense and beyond the scope of
this chapter. In theory, any factor that has been shown to predict depression could be rele-
vant for understanding why more girls are depressed than boys. We limited our focus to
those major depression vulnerabilities and stressors that have received sufficient theoreti-
cal and empirical attention and for which there is a reasonable basis to expect a potential
sex difference. We organized our review around mediational and moderational models
when possible. We start by reviewing what mediation and moderation mean (Baron &
Kenny, 1986), specifically in reference to understanding the sex difference in youth
depression.

Mediation indicates that (1) there is a sex difference in levels of depression, (2) there
is a sex difference in levels of a given etiological factor, (3) the factor leads to depression,
and (4) the association between sex and depression is accounted for (i.e., reduced) by the
mediating variable. Manipulating the mediating variable (e.g., by lowering levels of the
etiological factor through intervention) would provide further support that this mediator
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explains the sex difference in depression, because reducing the etiological factor directly
would result in lowered levels of depression. Most of the research conducted to date has
examined only one mediating factor, even though it is most likely that multiple mediators
may be involved as part of a developmental causal chain leading to the emerging sex dif-
ference in depression. Moreover, many studies that we reviewed did not conduct the
appropriate mediational analyses, so it is unknown whether hypothesized factors account
for the sex difference in depression. It is recommended that future studies conduct
mediational analyses to evaluate whether a hypothesized factor or mechanism truly
accounts for the sex difference in depression.

Moderation signifies that the association between depression and a causal factor var-
ies as a function of sex (e.g., the strength of the relationship between depression and an
etiological factor may be stronger in girls than in boys). Moderating variables, by them-
selves, cannot explain why the sex difference in depression occurs, because moderation
indicates that the association between depression and an explanatory factor varies by
level of sex (Baron & Kenny, 1986). Several of the studies we reviewed reported how sex
moderated the association between a particular factor and depression and then suggested
that this statistical interaction supported an explanation for why girls are more depressed
than boys. However, obtaining a significant interaction between sex and a factor does not
necessarily qualify as support for an explanation of the sex difference in depression,
because moderation indicates several different possible patterns between sex and the fac-
tor (could hold for one sex but not the other, or the strength of the association is stronger
for boys or girls). Additional research would still be required to elucidate why (i.e., the
processes, mediation) a particular association is stronger among girls than boys (the mod-
eration effect) in order to provide an explanation for the sex difference in depression.

Complicating any etiological explanation is the timing of a hypothesized mediating
or moderating factor. A complete explanation of the sex difference in depression needs to
account for the developmental unfolding of causal factors over time that leads to girls
becoming more depressed than boys at about age 13. A comprehensive account of the
emergence of the sex difference in depression around age 13 (or Tanner Stage III) would
specify whether there is a developmental rise in the mediating variable occurring prior to
or at about the same time that girls become depressed. Further, a mediating or moderat-
ing variable may vary along a temporal dimension from more distal to more proximal. A
distal factor can mediate the sex difference in depression, but other more proximal fac-
tors need to be incorporated to explain why girls become more depressed at a particular
developmental time point (age 13). For example, demonstrating that childhood abuse
mediates the sex difference in depression constitutes an important finding, but this by
itself may not provide a comprehensive explanation, because childhood abuse is likely a
more distal factor (especially if the abuse occurred early in childhood). Further research
would still need to explicate the other more proximal mediating factors in the develop-
mental pathway occurring closer in time to when girls begin to become more depressed.

It is important to consider how different mediating and moderating variables may fit
together in a larger etiological developmental pathway from childhood into young adult-
hood. A mediating factor may interact with a moderating factor so that the particular
mediating factor predicts increases in depression more strongly for some individuals than
others. For example, stressors may mediate the sex difference in depression, but early
pubertal onset may moderate the association between sex and stressors. In this example,
then, a subset of girls (those going through puberty early) is at especially high risk for
experiencing stressors, and these early pubertal girls may account for a substantial por-
tion of the sex difference in depression. Unfortunately, most of the research to date has, at
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best, examined only one mediating mechanism or one moderating variable in isolation to
explain the sex difference in depression. Future research needs to expand beyond simple,
one-factor explanations of the sex difference in depression to a more developmentally
sensitive, transactional model with various mediating and moderating factors and path-
ways. Given the current state of knowledge, we next review the different, isolated explan-
atory constructs and mechanisms intended to account for the rise of depression in girls.

Stressors

Research suggests that stressors precede and predict depression (Grant, Compas, Thurm,
McMahon, & Gipson, 2004). The association between stressors and depression can be
broken down into four conceptually different models: stress exposure, reactivity, genera-
tion, and depression contagion.

Stress Exposure

The stress exposure hypothesis is a mediational model in, that girls experience more
stressors than boys, and as a result, become more depressed. Data from multiple studies
support this model and show that adolescent girls report more stressors overall than boys
(e.g., Allgood-Merten, Lewinsohn, & Hops, 1990; Davies & Windle, 1997; Ge et al.,
1994; Graber, Brooks-Gunn, & Warren, 1995; Hankin, Mermelstein, & Roesch, 2007).
Girls also report more interpersonal stressors, including peers, romantic partners, and
family members, whereas boys experience more achievement and self-relevant stressors
(Gore et al., 1993; Hankin et al., 2007; Larson & Ham, 1993; Leadbeater, Blatt, &
Quinlan, 1995; Rudolph, 2002; Rudolph & Hammen, 1999; Shih, Eberhart, Hammen,
& Brennan, 2006; Towbes, Cohen, & Glyshaw, 1989; Wagner & Compas, 1990; Windle,
1992). The sex difference in adolescent depression is mediated, at least in part, by adoles-
cent girls’ greater exposure to interpersonal peer (Liu & Kaplan, 1999; Hankin et al.,
2007; Rudolph, 2002; Rudolph & Hammen, 1999; Shih et al., 2006) and family (Davies
& Windle, 1999) stressors.

Stress Reactivity

The stress reactivity hypothesis is a moderational model, in that girls are expected to
exhibit greater levels of depression than boys in response to stressors. Evidence is
somewhat consistent, but more mixed, with this model. Some studies find that adoles-
cent girls respond to general stressors with greater depression than boys (Achenbach,
Howell, & McConaughy, 1995; Ge et al., 1996; Hankin et al., 2007; Marcotte, Fortin,
Potvin, & Papillon, 2002; Rudolph, 2002; Schraedley et al., 1999; Shih et al., 2006;
see review by Grant et al., 2006), whereas others have not found a sex difference in
stress reactivity (Burt, Cohen, & Bjorck, 1988; Cauce, Hannan, & Sargeant, 1992;
Larson & Ham, 1993; Leadbeater, Kuperminc, Blatt, & Hertzog, 1999; Wagner &
Compas, 1990). To interpersonal stressors, girls respond with higher levels of depres-
sive symptoms, as compared with boys (Goodyer & Altham, 1991; Hankin et al.,
2007; Moran & Eckenrode, 1991; Leadbeater et al., 1995; Shih et al., 2006), whereas
boys react to school stressors with higher depression than girls (Sund, Larsson, &
Wichstrom, 2003).

An important consideration is why girls may react to stressors with elevated depres-
sion, as compared with boys. It is likely that certain vulnerabilities, especially those risks
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(e.g., genetic, cognitive, etc.) that girls have more than boys, may help account for girls’
greater stress reactivity. These vulnerabilities are reviewed later in the chapter.

Stress Generation

The stress generation hypothesis is a transactional model that suggests that characteristics
of the individual youth (e.g., elevated depression, temperament/personality traits) precede
and contribute to increases in the experience of stressors, called “dependent” stressors
(Hammen, 1991). Stress generation theories suggest that interpersonal, dependent stress-
ors are most typically experienced in adolescence, especially among girls (Hankin &
Abramson, 2001; Rudolph, 2002). The few studies available show that girls experience
more dependent stressors than boys (Hankin et al., 2007; Rudolph & Hammen, 1999;
Rudolph, 2002), but less research has examined whether depressive symptoms are associ-
ated with future dependent stressors (see Shih et al., 2006, for evidence with young
adults). Among youth, a three-wave prospective study examined the longitudinal direc-
tion of effects between depressive symptoms and contextually coded stressors in different
developmentally salient domains over a 1-year follow-up (Hankin et al., 2007). Evidence
for stress generation was observed: Initial depressive symptoms at baseline significantly
predicted future increases in romantic stressors and overall dependent stressors. In con-
trast, evidence was also observed for the stress exposure model: Initial levels of indepen-
dent, peer, and general interpersonal stressors predicted prospective increases in depres-
sive symptoms over time. Taken together, these findings show that there are sex
differences in different domains of stressors (e.g., peer and romantic) and stressor type
(independent and dependent), but the longitudinal associations between depressive symp-
toms and stressors is not simple and straightforward. It is important to consider the par-
ticular stress model (e.g., generation and exposure) to understand more fully how stress-
ors help to explain the sex difference in depression because the longitudinal direction of
effects varies, depending on the stressor type and domain.

Depression Contagion

The depression contagion model pertains to the “contagion” of depression between ado-
lescents and others in the context of an interpersonal relationship. Research shows a tem-
poral synchrony between mothers’ and daughters’ depressive episodes (e.g., Hammen,
Burge, & Adrian, 1991) and depressive symptoms between youth and parents longitudi-
nally over time (e.g., Abela, Skitch, Adams, & Hankin, 2006). Other research has found
that depressive symptoms among adolescents’ best friends prospectively predict adoles-
cents’ own reported depressive symptoms (Hogue & Steinberg, 1995; Stevens &
Prinstein, 2005), especially among girls (Prinstein, Borelli, Cheah, Simon, & Aikins,
2005). Depression in a parent (typically studied among mothers; see Goodman & Tully,
Chapter 17, this volume) is a significant context for stressors. Girls, as compared with
boys, of depressed mothers are more likely to develop anxiety and depression (Boyle &
Pickles, 1997; Conger et al., 1993; Cummings, DeArth-Pendley, Du-Rocher-Schudlich, &
Smith, 2001; Sheeber, Davis, & Hops, 2002). Furthermore, girls’ greater reactivity to
mothers’ depression exhibits effects over time; maternal depression prospectively predicts
later depression among girls but not boys (Davies & Windle, 1997; Duggal, Carlson, &
Sroufe, & Egeland, 2001; Fergusson, Horwood, & Lynskey, 1995). Finally, girls react to
family discord and conflict with greater depression as compared with boys (Crawford,
Cohen, Midlarsky, & Brook, 2001; Essex, Klein, Cho, & Kraemer, 2003).
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Child Abuse and Maltreatment as Severe Negative Events

The vast majority of studies examining abuse have utilized samples of adults who have
retrospectively reported on these abusive events. There is little discernible retrospective
bias in recalling abusive experiences or bias affecting reports of depression (Brewin,
Andrews, & Gotlib, 1993; Maughan & Rutter, 1997). Depressed mood and depressive
disorders are more likely to be reported among adults retrospectively reporting childhood
abuse (see Harkness & Lumley, Chapter 19, this volume). Sex differences in child abuse
also exist, especially in childhood sexual abuse (CSA) (Cutler & Nolen-Hoeksema, 1991;
Levitan et al., 1998). A meta-analysis (Rind, Tromovitch, & Bauserman, 1998) of adults
retrospectively recalling CSA concluded that 14% of men and 27% of women reported
CSA. There is some evidence that CSA mediates the sex difference in depression (Whiffen
& Clark, 1997). In this study, only childhood abuse, but not further adult victimization,
was associated with depression. However, most of the studies of adults retrospectively
recalling abusive experiences do not clearly consider when the abuse occurred as a poten-
tial factor. Given the importance of and interest in studying childhood maltreatment as a
potential explanation of the sex difference in depression, especially its emergence in early
adolescence, it will be important for future studies to indicate whether and how age influ-
ences any associations between abuse, sex, and depression, because abuse experienced
early in childhood may serve as a more distal, rather than proximal, mediator.

Cognitive Vulnerabilities

There are various cognitive vulnerabilities (Abela & Hankin, Chapter 1, this volume),
and some research has examined potential sex differences in these cognitive factors. The
corpus of research has focused on a negative cognitive, or attributional, style (Abramson,
Metalsky, & Alloy, 1989), dysfunctional attitudes (Beck, 1987), rumination (Nolen-
Hoeksema, 1991), and interpersonal dependency/sociotropy (Blatt & Zuroff, 1992).

Among adult samples, women tend to score higher than men on measures of nega-
tive attributional/cognitive style (Angell et al., 1999; Nolen-Hoeksema, Larson, &
Grayson, 1999), whereas men exhibit more dysfunctional attitudes than women (Angell
et al., 1999; Gotlib, 1984; Haeffel et al., 2003). Women are more likely than men to
ruminate in response to sad or anxious moods (Roberts, Gotlib, & Kassel, 1996;
Mezulis, Abramson, & Hyde, 2002; Nolen-Hoeksema et al., 1999; Tamres, Janicki, &
Helgeson, 2002). Women display higher scores than men on some measures of sociotropy
(Leadbeater et al., 1995; McBride, Bacchiochi, & Bagby, 2005; Shih et al., 2006). Among
adolescents, the evidence is consistent with the adult studies. Girls exhibit more cognitive
vulnerability than boys on measures assessing a negative cognitive style (Hankin &
Abramson, 2002; Hankin, 2006), rumination (Broderick, 1998; Hankin, 2006; Schwartz
& Koenig, 1996; Ziegert & Kistner, 2002), whereas boys display more dysfunctional atti-
tudes than girls (Hankin, 2006). Girls are more cognitively vulnerable in interpersonal
domains than boys (Bandura, Pastorelli, Barbaranelli, & Caprara, 1999; Leadbeater et
al., 1995, 1999). The research with children appears to be less consistent, such that sex
differences in these cognitive vulnerabilities often are not observed (Abela, 2001; Abela,
Brozina, & Haigh, 2002; Abela, Vanderbilt, & Rochon, 2004). This suggests the possibil-
ity that girls may become more cognitively vulnerable to depression than boys, starting in
early adolescence, with such vulnerability lasting throughout adulthood. Indeed, a meta-
analysis showed that girls exhibit a more negative attributional style than boys that starts
in early adolescence and continues in adulthood (Mezulis, Abramson, Hyde, & Hankin,
2004).
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Research examining mediational models shows that a negative cognitive style among
adolescents (Hankin & Abramson, 2002), rumination among youth (Grant et al., 2004;
Schwartz & Koenig, 1996) and adults (Nolen-Hoeksema et al., 1999), and interpersonal/
social-evaluative concerns (Rudolph & Conley, 2005) partially explain why more girls
are depressed than boys. Shih et al. (2006) found that female young adults with high
interpersonal dependency experienced more dependent interpersonal stressors and that
this stress generation effect partially mediated the association between sociotropy and
depression among women. Among girls transitioning into high school, a greater interper-
sonal orientation was associated with increases in depressive symptoms after their experi-
encing interpersonal stressors (Little & Garber, 2004). Adolescent girls’ negative interpre-
tations of their peer experiences predicted future levels of depression (Prinstein & Aikins,
2004; Prinstein, Cheah, & Guyer, 2005; Quiggle, Garber, Panak, & Dodge, 1992).

Cognitive theories postulate different domains of vulnerability, and a particularly
important domain for understanding the sex difference in depression is beliefs about
physical attractiveness and body image (Hankin & Abramson, 2001). There is a marked
sex difference in perceptions of physical appearance, and it occurs prior to the emergence
of the sex difference in depression (Harter, 1999; Kostanski & Gullone, 1998). Cross-
sectional (Kostanski & Gullone, 1998) and longitudinal (Cole, Martin, Peeke,
Seroczynski, & Hoffman, 1998) research shows that beliefs about physical unattractive-
ness predicted depressed mood for girls more than boys, but mediation was not reported.
Other research conducting mediational analyses demonstrates that girls’ excessive body
dissatisfaction partially explains the sex difference in depressive symptoms (Allgood-
Merten et al., 1990; Wichstrom, 1999).

Adolescent girls have more cognitive vulnerability to depression than boys, but how
do girls develop such cognitive risk factors? We note two possible mechanisms, although
there are certainly others. First, adolescent girls are more likely to experience negative
events, especially interpersonal stressors, than adolescent boys. Researchers have hypoth-
esized that individuals confronted with repeated occurrences of negative life events in a
wide variety of domains should develop a more stable, global attributional style for nega-
tive events over time, and hence increases in cognitive vulnerability to depression (e.g.,
Coyne & Whiffen, 1995; Just, Abramson, & Alloy, 2001; Rose & Abramson, 1991).
Thus, girls’ greater likelihood of experiencing negative events, especially during the tran-
sition from early to middle adolescence, may contribute to their greater cognitive vulnera-
bility to depression, which may become more depressogenic around early adolescence
(Mezulis et al., 2004). Second, females encode life events involving emotional memory,
but not nonemotional memory, in more detail than males (Seidlitz & Diener, 1998; Davis,
1999). Parents discuss emotional material in more detail with their daughters than with
their sons, and mothers discuss sadness in longer and more detailed conversations with
daughters. Females having greater cognitive vulnerability than males may be the result, in
part, of parents’ sex-linked socialization practices and girls’ encoding negative events in
more emotional detail than boys. Girls’ negative beliefs about themselves, their world and
future may be more accessible and more tightly interconnected in associative cognitive
networks linked with affective nodes.

Emotion and Temperament

An extensive literature grounded in temperament and personality research has identified
three broad, innate temperamental traits that may be relevant to psychopathology: posi-
tive affectivity, negative affectivity, and disinhibition (Clark, 2005). Higher levels of nega-
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tive affectivity and reduced levels of positive affectivity predict the development of
depression (see, e.g., Caspi, Moffitt, Newman, & Silva, 1996; Krueger, 1999; Lonigan,
Phillips, & Hooe, 2003); disinhibition has not been shown to have strong and reliable
associations with depression. However, fewer studies have explicitly reported sex differ-
ences in these temperament dimensions. Some research shows age and sex differences in
both negative and positive affectivity, such that adolescent girls exhibit less positive
affectivity and greater negative affectivity than adolescent boys, with little sex difference
during childhood (e.g., Jacques & Mash, 2004; Lonigan, Hooe, David, & Kistner, 1999),
whereas other research shows sex differences in negative, but not positive, affectivity
(Chorpita, Plummer, & Moffitt, 2000).

In addition to these temperament dimensions, other emotion constructs have been
proposed as risks for depression, some of which may exhibit a sex difference (Keenan &
Hipwell, 2005). First, theoretically, excessive empathy may predispose a person to the
development of depression, so that individuals who experience high levels of empathy are
more likely to take on others’ problems as if they were their own, causing them to experi-
ence feelings of guilt and responsibility, placing them at risk for depression (Zahn-Waxler,
2000). Starting in early childhood, girls demonstrate higher levels of empathy and
prosocial behavior than boys (Zahn-Waxler, Cole, & Barrett, 1991; Eisenberg & Fabes,
1998). Cross-sectional research shows that scores on an excessive empathy questionnaire
uniquely predicted depressive symptoms (Robins & Hinkley, 1989), although no pro-
spective longitudinal study has tested this association from childhood into adolescence.
Second, girls demonstrate higher levels of compliance than boys as early as the tod-
dler period and extending throughout childhood (see, e.g., Briggs-Gowan, Carter,
Moye Skuban, & McCue Horwitz, 2001; Kochanska, Coy, & Murray, 2001; Mistry,
Vanderwater, Huston, & McLoyd, 2002). Excessive compliance is associated with inter-
nalizing symptoms in children (e.g., Grant & Compas, 1995; Kochanska et al., 2001),
although the evidence is predominantly indirect and there is a lack of prospective
research in this area. Third, deficits in emotion regulation (i.e., over- or underregulation
of emotion) may serve as distal risk factors for the development of internalizing disorders
(John & Gross, 2004; Chaplin & Cole, 2005). Specifically, individuals who suppress neg-
ative emotions (e.g., sadness, anger) are at an increased risk of experiencing depressive
symptoms (Zeman, Shipman, & Suveg, 2002; Penza-Clyve & Zeman, 2002), have low
levels of well-being and life satisfaction, and are more pessimistic about their future
(Gross & John, 2003). Research also indicates the presence of sex differences in emotion
regulation. Girls demonstrate higher levels of regulation of negative emotions (e.g.,
anger) as compared with boys (e.g., Cole, Zahn-Waxler, & Smith, 1994; Underwood,
Hurley, Johanson, & Mosley, 1999; Durbin & Shafir, Chapter 7, this volume; Chaplin &
Cole, 2005).

Biological Factors

Genetics

The evidence is mixed with respect to sex differences in heritability estimates for depres-
sion. Some studies find no differences in adulthood (e.g., Lyons et al., 1998; Kendler &
Prescott, 1999) or childhood/adolescence (Eaves et al., 1997; Rutter, Silberg, O’Connor,
& Siminoff, 1999), whereas others have revealed mean level heritability differences
(Bierut et al., 1999; Jacobson & Rowe, 1999; Kendler, Gardner, Neale, & Prescott, 2001;
Tambs, Harris, & Magnus, 1995). Silberg and colleagues (Silberg et al., 1999; Silberg,
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Rutter, & Eaves, 2001) found that genetic influences had a larger effect on the emergence
of depression among postpubertal adolescent girls who had experienced stress and that
the stability of depression was more genetically mediated for these girls than for boys. All
of these studies employed behavioral genetic designs, and given the limitations that
accompany behavioral genetics (i.e., investigation of abstract, nonspecific, latent genetic
influence; see Rutter, Moffitt, & Caspi, 2006; Lau & Eley, 2006; Chapter 6, this volume),
it will be important to investigate potential sex differences in measured genes using
molecular genetics techniques.

Sex Hormones

The evidence for hormonal explanations is mixed, although mostly negative. Little evi-
dence supports the hypothesis that rising hormonal levels (e.g., progesterone, estrogen)
mediate the sex difference in depression (see Bebbington, 1998, for a review). Brooks-
Gunn and Warren (1989) found that the effect of estradiol was minimal as compared
with the influence of social factors (negative life events) in predicting depressed mood
among girls (ages 10–14). Moreover, Susman’s research (Susman, Inoff, Germain,
Nottlemann, & Loriaux, 1987; Susman, Dorn, & Choursos, 1991) found that there was
no sex difference in sex hormones or cortisol levels and that estradiol was not associated
with depressive affect, so these sex hormones could not mediate the sex difference in
depression. Despite little support for mediation, these hormones could affect boys and
girls differently (i.e., moderation). Susman and colleagues (1991) found that boys report-
ing higher levels of negative affect had lower testosterone and higher androstenedione
levels, whereas girls with higher levels of negative affect had higher levels of testosterone
and lower levels of dehydroepiandrosterone sulfate (DHEAS). Angold, Costello, Erklani,
and Worthman (1999) found that testosterone and estradiol were associated with depres-
sion in an all-girls sample, but moderation could not be tested because boys were not
included. Taken together, these results suggest that different gonadal and adrenal hor-
mones may provide some limited risk for later negative affect for boys and girls, sepa-
rately (Brooks-Gunn, Graber, & Paikoff, 1994).

Cortisol

Results from adult studies examining the biological stress response of the HPA axis have
shown increases in the stress hormone, cortisol, among depressed individuals as com-
pared with controls (Thase, Jindal, & Howland, 2002), yet similar research with
depressed adolescents has not found HPA axis dysfunction or elevations of cortisol, as
compared with controls (Dahl, Kaufman, Ryan, & Perel, 1992; Dorn, Burgess, Susman,
& von Eye, 1996). Although most studies (e.g., Birmaher, Rabin, Garcia, & Jain, 1994;
Goodyer et al., 1996; Susman et al., 1987, 1991) have found comparable cortisol levels
for boys and girls, and thus mediation seems unlikely, other research using uncertain and
challenging conditions found evidence for increased cortisol levels and higher emotional
distress in girls, as compared with boys (Susman, Dorn, Inoff-Germain, Nottelmann, &
Chrousos, 1997). In a longitudinal study of children, girls exhibited higher cortisol levels
than boys, and elevated cortisol predicted greater depressive and anxiety symptoms 18
months later in girls only (Smider et al., 2002). Other research showed that depressed
girls exhibited a flattened diurnal rhythm, whereas normal controls and depressed youth
with comorbid externalizing problems displayed the expected diurnal pattern of early
morning cortisol elevations and a significant decline throughout the day (Klimes-Dougan,
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Hastings, Granger, Usher, & Zahn-Waxler, 2001). Thus, the evidence for cortisol and
biological stress reactivity as an explanation for sex differences in depression is intriguing
but mixed.

In summary, existing studies of biological explanations have provided equivocal evi-
dence that sex hormones or cortisol levels mediate the sex difference in depression (see
Hayward & Sanborn, 2002; Seeman, 1997; Steiner et al., 2003, for other reviews). Hor-
monal changes, by themselves, are not likely to lead to significant alterations in mood or
poor adjustment (Buchanan, Eccles, & Becker, 1992). The mixed evidence may be due to
several factors. Many of the studies conducted to date have utilized small sample sizes, so
the lack of statistically significant sex differences may result from a lack of statistical
power. Moreover, most of the studies have considered only simple linear models in which
hormonal changes directly influence depressive symptoms or negative affect (Brooks-
Gunn et al., 1994), although it is unlikely that such a direct hormonal model would cap-
ture the complexity of the hormonal system. Brooks-Gunn and colleagues (1994) high-
light the interdependencies among hormones and indicate that it may not be appropriate
to consider independent effects of specific hormones. They recommend a transactional
model involving bidirectional effects between hormonal changes, negative affect, pubertal
timing, and social events to examine how hormones and other factors may influence neg-
ative affect.

Integrated Conceptual Models of the Sex Difference in Youth Depression

As noted earlier, there are few theoretical models that have been proposed to integrate
coherently the various etiological influences contributing to the sex difference in depres-
sion in children and adolescents. In this section, we summarize the central conceptual
models, review the available empirical research in support of them, and discuss each the-
ory briefly.

Nolen-Hoeksema and Girgus (1994) were the first to review systematically the liter-
ature on etiological factors underlying the emergence of the sex difference in depression.
Their seminal review stimulated the field and advanced knowledge by organizing previ-
ously disparate etiological factors into three coherent and distinct conceptual models.
The first model proposes that although the same factors cause depression in both boys
and girls, girls experience an increase in these factors in early adolescence, whereas boys
do not. The second model suggests that the causes of depression are different for boys
and girls, and that in early adolescence the causes of depression in females become more
prevalent than the causes of depression in males. The third model follows a vulnerability–
stress framework. Girls exhibit greater risk for depression than boys in childhood, but it
is not until early adolescence, when girls experience additional stressors, that their greater
levels of risks for depression interact with the increase in stressors to contribute to ele-
vated levels of depression among girls.

After reviewing evidence from various literatures, Nolen-Hoeksema and Girgus
(1994) concluded that the available evidence best supported the third model, but there
was little direct evidence to support this assertion. Support for this model was based on
the individual effects of different etiological constructs, what the authors framed as per-
sonality characteristics, biological challenges, and social challenges. Unfortunately, at the
time their article was published, the interaction of personality and biological factors with
the challenges of adolescence had not been studied directly. Since then, much of the
research reviewed earlier in this chapter lends support to aspects of their third model
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(e.g., sex differences in rumination, social challenges, and stressors, including sexual
abuse). However, few studies exist that have sought to test any of the three models in
totality (but see Seiffge-Krenke & Stemmler, 2002, for a comprehensive test of their mod-
els); rather, the preponderance of the supporting evidence is based on individual aspects
of their vulnerability–stress model. To adequately test the third model, longitudinal data
using repeated measures of many vulnerabilities and stressors would be required, span-
ning childhood through the adolescent transition and into adulthood, when the sex dif-
ference grows.

Similar to Nolen-Hoeksema and Girgus’s (1994) third model, Cyranowski, Frank,
Young, and Shear (2000) propose that females possess an interpersonally oriented vulner-
ability that interacts with particular negative life events to contribute to higher levels of
depression. Females’ vulnerability consists of a high affiliative focus, low attachment
security, high anxiety, and low instrumentality. When girls with this vulnerability encoun-
ter stressors, especially those that have interpersonal consequences, they are likely to
become depressed. More distally, insecure parental attachments, anxious or inhibited
temperaments, and low instrumental coping skills can lead to a more difficult transition
into adolescence, especially for girls. Difficulty with this transition can produce increased
anxiety, which, when combined with traditional female gender socialization and the hor-
monal changes of puberty (especially the increased release of oxytocin in females), can
lead to an increase in affiliative need for girls (the basis of their vulnerability).

One study (Stemmler & Peterson, 2005) tested this model using growth curve mod-
eling and found that the risk factors, such as insecure parental attachment, low instru-
mental coping skills, an anxious or inhibited temperament, and early physical matura-
tion, differentiated the development of adolescents’ emotional tone, or level of positive/
negative affect. Results of other research, reviewed earlier, such as girls (as compared
with boys) encountering more interpersonal stressors, exhibiting more fearful tempera-
ment, and displaying more anxiety, are all consistent with this theory.

Another related model is Taylor et al. (2000) bioevolutionary theory, although it is
not specifically formulated to explain the sex difference in depression. Taylor and col-
leagues postulate that females possess a stress response different from the traditional male
response of “fight or flight.” The female stress response, as a result of biological and
behavioral differences, is better characterized as “tend and befriend.” Females are more
apt to “tend” to relationships and act in ways that will protect themselves and their off-
spring, thus improving the likelihood that these traits will be passed on to future genera-
tions. Furthermore, females are more likely to “befriend” and to create social networks
that provide resources, safety, and support under conditions of stress. Like Cyranowski et
al.’s (2000) model, this framework highlights the role of oxytocin as a primary mecha-
nism underlying these biobehavioral differences. Oxytocin is related to the attachment–
caregiving system that underlies the theory (Taylor et al., 2000). This model holds prom-
ise for understanding why more girls become depressed than boys, especially from an
interpersonal and biobehavioral perspective, but because it was not formulated to explain
the ontogeny of depression, no research has yet examined whether the hypothesized pro-
cesses are associated with depression or can explain the sex difference in depression.

Hankin and Abramson (2001) proposed an elaborated cognitive vulnerability–
transactional stress model. They argued that a general depression model, based on exist-
ing and empirically supported depression theories, could be elaborated and expanded to
include developmentally sensitive influences that improve the understanding of why more
girls become depressed than boys. They emphasized the scientific goal of parsimony—
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having a general theory capable of explaining disparate research findings (e.g., the sex
difference in depression), rather than postulating sex-specific theories of depression (i.e.,
one model for boys, another for girls).

They stated that females encounter more negative life events than males and that this
increase in stressors leads to elevations in depressed mood. Females exhibit more cogni-
tive vulnerabilities to depression (e.g., negative cognitive style, rumination, negative
cognitions about perceptions of physical attractiveness) than males. Females’ greater cog-
nitive vulnerability enhances the likelihood that they will experience depression when
they encounter negative events, consistent with existing cognitive vulnerability–stress the-
ories (Abela & Hankin, Chapter 1, this volume).

In addition, they elaborated on the traditional vulnerability–stress model to incorpo-
rate developmentally sensitive factors that may explain why girls encounter more stress-
ors and exhibit more negative cognitive vulnerabilities. Girls are hypothesized to possess
more distal preexisting vulnerabilities, such as genetic influences, temperament/personal-
ity factors, and environmental adversities like childhood maltreatment, and these contrib-
ute to girls’ greater proximal vulnerabilities and exposure to stressors. Moreover, the tra-
ditional vulnerability–stress model was expanded to include initial negative affect and
stress generation processes in the proximal etiological chain. Most individuals are
expected to experience initial elevations in general negative affect (e.g., anger, anxiety, sad
mood, frustration, etc.) after experiencing stressors, but depression is hypothesized to
result more specifically when individuals possess cognitive vulnerabilities. The inclusion
of initial negative affect may account for the observed comorbidity of depression; expo-
sure to stressors is a general risk factor for the development of many psychopathologies,
but cognitive vulnerabilities are hypothesized to be depression-specific risks, such that
they moderate the likelihood that the initial negative affect after a stressor will progress
to full-blown depression, specifically. Finally, the model incorporates a transactional
stress generation mechanism, consistent with interpersonal models of depression (e.g.,
Hammen, 1991; Joiner & Coyne, 1999). As levels of depression rise, it is hypothesized
that they will contribute to the generation of additional stressors, particularly in interper-
sonal contexts.

Evidence reviewed earlier in the chapter is consistent with many of the tenets of this
theory. Girls exhibit greater cognitive vulnerabilities (e.g., negative cognitive style, rumi-
nation, negative beliefs and perceptions of physical attractiveness) than boys. Girls
encounter more stressors (overall, interpersonal, and dependent) than boys. There may be
a sex difference in genetic risk, so that girls may exhibit stronger heritability to depression
than boys, particularly starting in adolescence. Finally, girls experience more of the
hypothesized distal risk factors (e.g., maltreatment, such as sexual abuse, and perhaps
negative emotionality) than boys. However, no published research has directly tested
more than one component of the model at a time, so it is uncertain how well it explains
the sex difference.

Keenan and Hipwell (2005) propose a framework to identify preadolescent precur-
sors to individual differences in risk for depression in girls. In contrast to the other con-
ceptual models that emphasize etiological influences primarily during adolescence, their
model mostly focuses on sex differences in childhood. The authors extend previous theo-
ries on sex differences in depression, specifically building on the theoretical foundation
provided by Zahn-Waxler and colleagues (Zahn-Waxler et al., 1991; Zahn-Waxler,
2000), and identify three constructs that may function, either singularly or in combina-
tion, as preadolescent precursors to depression: excessive empathy, compliance, and
overregulation of emotions. The authors use a vulnerability–stress perspective in which
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these three factors act as the vulnerability and the psychological onset of puberty acts as a
stressor in the development of depression. The results reviewed earlier in this chapter sup-
port these factors as putative vulnerabilities.

In addition to these preadolescent vulnerabilities, Keenan and Hipwell (2005) postu-
late two contexts, family conflict and maternal depression, that may trigger depression in
girls. The evidence reviewed earlier is consistent with this aspect of their model as well.
The presence of stressors may affect girls differently and at different times, and certain
stressors may even be causally related to the precursors to depression.

This model is relatively new, so understandably there is no specific test of it. The the-
ory is particularly innovative and has great potential for advancing knowledge about the
preadolescent precursors that may contribute to more girls becoming depressed than
boys.

TREATMENT AND PREVENTION

Most of the available literature on the effects of sex on interventions is based on research
with adults, so we review this evidence briefly and highlight pertinent research with
youth when available. Treatment studies have not found evidence for substantial sex dif-
ferences in response to treatment (Garfield, 1994; Sinha & Rush, 2006; Zlotnick, Elkin,
& Shea, 1998). For example, the National Institute of Mental Health’s Treatment of
Depression Collaborative Research Program (Zlotnick et al., 1998) shows that the
depressed patient’s sex did not affect the process or outcome of treatment (psychotherapy
or pharmacotherapy). Still, most past studies were not designed to examine sex differ-
ences in treatment.

Among children and adolescents, the largest treatment outcome study to date is the
Treatment for Adolescents with Depression Study (Treatment for Adolescents with
Depression Study [TADS] Team, 2004), and the influence of sex was not reported. As this
is the largest efficacy study of depression in youth, it has the greatest power to examine
sex as a potential moderator of effects (psychotherapy or pharmacotherapy). Other inves-
tigators have suggested that group-based treatment of depression that includes only girls
may be more effective than mixed-sex groups, and studies have been initiated to test the
efficacy of psychosocial interventions in all-girls groups (Stark et al., 2006). For example,
Stark and his colleagues have evaluated the effects of group-based cognitive-behavioral
therapy (CBT) for clinically depressed girls only and reported remarkable success in their
efficacy trial. To our knowledge, only one study has examined all-girl groups versus coed
groups (Chaplin et al., 2006), and it was found that all-girl groups were better at reduc-
ing hopelessness and increasing girls’ therapy attendance, although no differences were
found between groups for reducing depressive symptoms (both types of group signifi-
cantly reduced depression). Thus, the influence of sex on outcome in efficacy trials
among youth and the sexual composition of group-based interventions are important
areas for research.

With respect to antidepressant medication, the Institute of Medicine (2001) high-
lighted that little is known about potential sex differences in pharmacokinetics and
pharmacodynamics, both of which are highly relevant to understanding possible sex dif-
ferences in treatment with antidepressant medication. The available studies show that
adult women are more likely than men to be diagnosed with atypical depression, and as a
result, tend to be prescribed tricyclic antidepressants, whereas men more often receive
selective serotonin reuptake inhibitors (SSRIs; Yonkers, Kando, & Cole, 1992). Women

Sex Differences in Depression 397



show a more potent response to sertraline than imipramine, whereas men respond better
to imipramine (Kornstein, et al., 2000b). These results may be related to sex differences
in the metabolism of sertraline (Ronfeld, Tremaine, & Wilner, 1997). A different study
found that men and women had equal responses to fluoxetine and tricyclic antidepres-
sants, but women responded better to monoamine oxidase (MAO) inhibitors (Quitkin,
Stewart, & McGrath, 2002).

Results from two meta-analyses (Horowitz & Garber, 2006; Merry, McDowell,
Hetrick, Bir, & Muller, 2004) of prevention studies of depression among youth reveal
somewhat conflicting findings regarding possible sex differences. Merry and colleagues
reported that boys had reduced depressive symptoms scores immediately after interven-
tion, whereas girls did not; no sex data were reported for any follow-ups. In contrast to
findings for depressive symptoms, prevention results for depressive disorder show that
girls responded to intervention immediately after prevention but boys did not. Horowitz
and Garber (2006) found that prevention studies with a greater percentage of girls in the
samples showed larger effect sizes at immediate postintervention but no sex effect at
follow-up. The reasons for this discrepancy in sex effects for depressive symptoms versus
disorder are unclear. It is recommended that future research include individual difference
characteristics, especially age and sex, as potential moderators of the effects of interven-
tions, so as to improve our understanding of whether and how these affect interventions
for individual youth.

SUMMARY, FUTURE DIRECTIONS, AND BROAD ISSUES CONFRONTING
THE FIELD

In summary, it is clear that many robust results have been found and replicated in the
field. It is now fairly well established that more girls than boys begin to become depressed
starting in early adolescence (ages 12–13 or middle puberty). From an early age, there is a
sex difference in social and emotional factors that is seen in both normal and abnormal
development. On the average, girls tend to be more interpersonally oriented and emotion-
ally focused than boys (see also Rose & Rudolph, 2006). This sex difference in girls’
greater socioemotional orientation can be seen in many of the findings reviewed here. As
compared with boys, girls experience more stressors, especially interpersonal peer events;
girls ruminate and coruminate; girls exhibit more cognitive vulnerabilities to depression;
girls exhibit more socially submissive emotions (e.g., fear and sadness) and are less likely
to deny these affects; girls display stronger affiliative needs and have more intimate, emo-
tional social relationships in which they are more invested; and girls exhibit higher levels
of oxytocin, a hormone that enhances caregiving. Many of the etiological conceptual
models highlight various aspects of this general sex difference, although each of the
causal theories emphasizes different variations of girls’ greater socioemotional vulnerabil-
ity. Girls’ relatively greater socioemotional orientation may contribute to some of the dif-
ferences in manifestation of depressive symptoms (e.g., girls reporting more sadness and
body image concerns).

Clearly, much has been learned in the past several decades about sex difference in
normal and abnormal development, yet to advance understanding of why more girls than
boys become depressed at a particular developmental point, more research is required. In
this final section, we discuss some broad issues that could enhance research and present
opportunities for future study.
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First, in regard to methodology, we encourage all investigators to report findings
(means and standard deviations) on all central variables separately by sex, even if there is
no significant sex difference (see also the recommendation by the Institute of Medicine,
2001). Many published articles in the depression and normal child development litera-
tures have statistically controlled for sex and removed any potential influence of sex on
effects. This practice implies that sex is a nuisance variable to be controlled. However, we
suggest that the practice is unwise for at least two reasons. First, meta-analyses of sex dif-
ferences of different constructs often reveal small effect size differences that may not be
statistically significant in individual studies with small to modest sample sizes (Hyde,
2005). By not reporting central findings separately by sex, the accrual of knowledge is
impeded and makes a cumulative science, via meta-analysis, substantially more difficult.
Second, conceptually, sex differences should not be viewed merely as a nuisance to be
controlled statistically but, rather, as an opportunity for studying causal processes that
can illuminate the complex etiological influences contributing to depression (Hankin &
Abramson, 2001; Rutter et al., 2003). Understanding why more girls than boys become
depressed can provide vital clues as to why individuals in general develop depression.
Some of the sex differences in vulnerabilities and contextual developmental changes that
may be relevant for explaining the sex difference in depression can provide windows that
offer potentially important insights into the etiology of depression more broadly. By eval-
uating and reporting potential sex differences routinely in research, even when they are
not the primary focus of a study, the field may unearth new and unexpected findings that
can advance knowledge in this area.

Second, in regard to statistics, we recommend that investigators conduct appropriate
mediational and moderational analyses to test properly and rigorously their hypotheses
and theoretical models. Practically, this means conducting research with samples of both
boys and girls, as opposed to a unisex sample, so that the appropriate statistical analyses
can be conducted. Moreover, integrating multiple etiological factors, as opposed to single
variable explanations, in combination with examination of more complex models that
involve both mediation and moderation at different points along the developmental path-
way, would be more informative and contribute more substantially to understanding the
sex difference in depression. Testing these more complicated models can be accomplished
with recent data analytic innovations (see, e.g., Collins & Sayer, 2001; Curran & Wil-
loughby, 2003) as well as conceptual and statistical advancements in developmental path-
ways (Pickles & Hill, 2006).

Third, with respect to theory, we believe there are areas of research that to date
have received less attention, but may provide important advances in understanding the
developmental pathways leading to the sex difference in depression. First, developmen-
tal psychopathological research and theory suggest that the causes of depression may
be different in children versus adolescents and adults irrespective of sex (e.g., Duggal et
al., 2001; Jaffee, Moffitt, & Caspi, 2002; Hankin & Abela, 2005). Moreover, as
reviewed earlier in this chapter, there is a switch in the sex difference in depression
such that more boys are depressed than girls in childhood, and then more girls become
depressed than boys starting in early adolescence. These findings suggest that the etio-
logical influences in prepubertal-onset depression (predominantly more boys) versus
postpubertal-onset depression (preponderance of girls) may be different. Existing theo-
ries do not address these potentially different pathways very well. The fact that the
direction of the sex difference in depression switches at about the same time (i.e., early
adolescence) that the some of the general causal factors contributing to depression are
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changing is suggestive and potentially informative. Second, the apparent sex-linked
developmental unfolding of patterns of sequential comorbidity of depression, especially
girls showing increased levels of anxiety in childhood and anxiety preceding and pre-
dicting later depression, is another area ripe for future research. What accounts for this
sex-linked developmental pathway of comorbid patterns in depression? Is the likely
heterotypic continuity from anxiety to depression stronger for girls than boys? Third,
an emphasis on developmental pathways should include investigation of both the mani-
fest symptomatic presentation of depression as well as the underlying causal processes
contributing to depression over time. Taking the possible developmental pathway from
anxiety to depression as an example, it is unknown whether the apparent pathway is
the result of (1) an overlapping symptom manifestation (e.g., broad negative affect is
common to both anxiety and depression; Clark & Watson, 1991), (2) similar etiologi-
cal influences (e.g., shared genetic liability to experience broad negative affects of anxi-
ety and depression [Thapar & McGuffin, 1997] or exposure to stressors contributing
to emotional distress [Hankin & Abramson, 2001]), or (3) both manifest symptom and
latent etiological influences. As noted earlier, there is some sex difference in the mani-
festation of depressive symptoms, and addressing this issue from a developmental path-
ways perspective could shed needed light on the reasons. Finally, it is important to
integrate the many potential explanatory influences into a coherent developmental psy-
chopathological model of the sex difference in youth depression. Some have postulated
a sex-specific model (e.g., Keenan & Hipwell, 2005; Zahn-Waxler, 2000), whereas oth-
ers have argued for a general depression model that posits factors that highlight sex
differences (e.g., Hankin & Abramson, 2001). It will be interesting and informative
for future research to evaluate these theories’ hypotheses to ascertain whether sex-
specific or general depression models more accurately explain why more girls become
depressed in adolescence. It may be the case that both approaches are correct at differ-
ent points along development trajectories. Perhaps the sex-specific preadolescent pre-
cursors to depression predominate in childhood and the general depression etiologic
influences prevail in adolescence and beyond. We look forward to future conceptual
and empirical advancements in the study of sex differences in depression that address
the normal and abnormal development of such differences.
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17 Children of
Depressed Mothers

Implications for the Etiology, Treatment,
and Prevention of Depression in Children
and Adolescents

Sherryl H. Goodman and Erin Tully

The high-risk paradigm (Mednick & Schulsinger, 1968) has provided the
foundation for the current line of research on psychopathology. This method emphasizes
the identification of both mechanisms and moderators of risk in the transmission of psy-
chopathology from depressed parents to their offspring. The primary goal of this chapter
is to examine the research on children of depressed parents for what it has revealed, or
has promise to reveal in the future, about the etiology as well as the treatment and pre-
vention of depression in children and adolescents.

NATURE AND EXTENT OF THE PROBLEM

Depression is one of the most common psychiatric disorders in adults. Between 6 and
17% of women experience an episode of major depression at some point in their life-
times, a rate that is between one and a half to three times higher than in men (Kessler,
2006). Moreover, depression is the leading cause of both economic and social disability in
early to middle adulthood (Wilhelm, 2006), the primary childbearing and child-rearing
years. The aspect of disability that has particular implications for depression in children
of depressed mothers is depression’s interference with quality of parenting. This has been
the subject of a large body of research that is reviewed later in this chapter, and it has also
been the subject of a meta-analysis (Lovejoy, Graczyk, O’Hare, & Neuman, 2000).
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The higher prevalence of depression in women than in men is only one of the reasons
that most researchers have focused their attention on children of depressed mothers rela-
tive to depressed fathers. Another reason is concern about fetal exposure to depression in
mothers, as reviewed later in this chapter. Furthermore, despite significant changes in
recent years, mothers are still the primary caregivers of children and thus have more
opportunities, relative to fathers, for potential influence in terms of inadequate parenting
or modeling (Lamb, 2000). Finally, the data are consistent with these suggestions. That is,
although depression in both mothers and fathers has been shown to affect children’s psy-
chological functioning, a meta-analysis of 134 samples, with a total of more than 60,000
parent–child dyads, showed that both internalizing and externalizing problems in chil-
dren are more strongly associated with depression in mothers relative to depression in
fathers (Connell & Goodman, 2002).

A review of the range of outcomes in children found to be associated with depression
in mothers, and the strength of those associations, is beyond the scope of this chapter; the
subject has been addressed in recent reviews (Goodman, Connell, Broth, & Hall, 2007;
Goodman & Tully, 2006). Most relevant to this volume are two sets of findings. First,
from the earliest ages when depression can reliably be measured in children, rates of
depression are significantly higher in children with depressed mothers relative to a range
of groups to which they have been compared (Beardslee et al., 1988; Billings & Moos,
1985; Brennan, Hammen, Katz, & Le Brocque, 2002; Goodman, Adamson, Riniti, &
Cole, 1994; Hammen et al., 1987; Lee & Gotlib, 1989; Malcarne, Hamilton, Ingram, &
Taylor, 2000; Orvaschel, Walsh-Allis, & Ye, 1988; Radke-Yarrow & Klimes-Dougan,
2002; Weissman et al., 1984; Welner, Welner, McCrary, & Leonard, 1977). Overall, rates
of depression in the school-age and adolescent children of depressed mothers have been
estimated at between 20 and 41%, with the variability within that range explained by the
severity or impairment of the parent’s depression, whether the father is also depressed,
and a number of other sociodemographic variables.

Second, beginning in infancy and then throughout development, depression in moth-
ers is associated with emotional and behavioral problems and wide-ranging problems in
affective, cognitive, interpersonal, neuroendocrine, and brain functioning, as reviewed
recently (Goodman & Tully, 2006). Any of these problems may represent either vulnera-
bilities to or early signs of (markers for) the later development of depression or other dis-
orders. These problems identified in young children are of particular concern, because
problems identified early in development are strongly predictive of psychopathology in
later years (Campbell, 1995).

A discussion of the nature and extent of risk for the development of psychopatholo-
gy in children of depressed mothers would be incomplete without consideration of
comorbidity. First, depression, especially in women, is often comorbid with anxiety
(Clark, 1989; Kessler, 2006). Second, prior anxiety strongly predicts depression in
women (whereas prior substance use disorders or conduct disorders typify the pathway
to depression for men) (Hettema, Prescott, & Kendler, 2003). Third, although the focus
of this chapter is depression in child or adolescent offspring of depressed mothers, depres-
sion in the offspring, as in the mothers, is often comorbid both with other internalizing
disorders such as anxiety, as well as with externalizing disorders. Thus, it is essential to
take into account all of these aspects of comorbidity when thinking about the implica-
tions of depression in mothers for the etiology, treatment, and prevention of depression in
children and adolescents. In the next section of this chapter, we examine the data on chil-
dren of depressed mothers for its implications for the etiology of depression in children
and adolescents. Later sections focus on implications for treatment and prevention.
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IMPLICATIONS FOR THE ETIOLOGY OF DEPRESSION
IN CHILDREN AND ADOLESCENTS

Although it is well accepted that any model of risk for the development of depression in
children whose mothers have been depressed involves multiple interacting mechanisms, it
is nonetheless essential to identify the primary mechanisms that are the key components
of a model of risk. The empirically supported mechanisms then become components in a
model that must account for multiple interacting influences, best described in terms of
transactional processes (Sameroff, 1975, 1995). One such model is the integrative model
for the transmission of risk to children of depressed mothers, shown in Figure 17.1
(Goodman & Gotlib, 1999). In this section, we first review the core etiological mecha-
nisms proposed in the model, each of which has been gaining support in explaining the
transmission of depression from mothers to their children. Then we review the ideas that
take into account the interacting influences of the individual mechanisms and likely mod-
erators of risk and examine the extent to which research has supported those influences.
In a later section, we consider the role of vulnerabilities to depression in the possible
developmental pathways from maternal depression to the emergence of depression in
children and adolescents.

Core Mechanisms

Biological Mechanisms

Work on biological mechanisms that may explain the transmission of depression from
mothers to their children has focused on two lines of research. First, much research has
centered on genetic influences, not only in depression as a disorder, but also in vulnerabil-
ities to depression. A second line of research has investigated the idea that fetal or
postnatal exposures or experiences among children of depressed mothers may adversely
influence brain development or hormonal functioning related to neuroregulatory mecha-
nisms, thereby increasing risk for depression in the offspring. Support for both of those
lines of research is reviewed in the following sections.

GENETIC INFLUENCES

Research based on family studies, quantitative genetic studies (twin and adoption
designs), and molecular genetic studies all provide strong support for heritability of
depression in adults, although some evidence suggests that the specific genes related to
risk for depression may differ for men as compared with women (Caspi et al., 2003;
Kendler, Gardner, Neale, & Prescott, 2001). Evidence for the heritability of depression in
children and adolescents, however, is mixed. As based on family studies, strictly defined
depression in children and adolescents is associated with increased rates of depression in
relatives (Harrington, 1996; Harrington et al., 1997). According to twin studies,
heritability is higher in those whose levels of symptoms were below rather than above
clinical cutoffs (Rende, Plomin, Reiss, & Hetherington, 1993), for depression in adoles-
cents rather than in children (Eley & Stevenson, 1999; Murray & Sines, 1996; Scourfield
et al., 2003; Silberg et al., 2001; Thapar & McGuffin, 1994), for parent-reported rather
than child-reported symptoms (Eaves et al., 1997), and for parent-reported symptoms in
girls relative to boys (Murray & Sines, 1996; Scourfield et al., 2003). In addition, because
heritability of depression is probably not specific to depression, heritability likely contrib-
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utes to risk for other disorders that are identified at higher rates in children of depressed
mothers relative to controls (Moldin, 1999; Tsuang & Faraone, 1990). Thus, heritability
likely contributes to the risk for depression in children and adolescents with depressed
mothers, although more research is needed to clarify the nature and extent (or, con-
versely, the specificity) of the contribution.

An alternative to the notion that children with depressed mothers inherit a likelihood
for depression per se is the idea that heritability contributes significantly to vulnerabilities
to depression, such as those proposed in the Goodman and Gotlib (1999) model. In par-
ticular, high levels of heritability, based on behavior genetics studies, are found for behav-
ioral inhibition and shyness (Cherny, Fulker, Corley, Plomin, & DeFries, 1994), low self-
esteem (Loehlin & Nichols, 1976), neuroticism (Tellegen et al., 1988), sociability (Plomin
et al., 1993), subjective well-being (Lykken & Tellegen, 1996), and expression of negative
emotion (Plomin et al., 1993). This body of research suggests the possible genetic trans-
mission of affective, cognitive, and interpersonal vulnerabilities for depression.

NEUROREGULATORY MECHANISMS

Biology may also play a role in the development of depression in offspring of depressed
mothers, in that both prenatal and postnatal experiences may influence aspects of hor-
monal functioning and brain development, each of which may increase vulnerability to
depression (Ashman & Dawson, 2002). Much of the evidence for this premise is based
on research examining the role of early (neonatal) life stress in the development of psy-
chopathology, emphasizing neuroregulatory processes and especially hypothalamic–
pituitary–adrenal (HPA) axis functioning (Graham, Heim, Goodman, Miller, &
Nemeroff, 1999). HPA functioning, typically measured in terms of abnormal cortisol
responses to stress, but sometimes as a baseline cortisol measure, has been associated
with depression in adults (Ressler & Nemeroff, 2000) and may suggest vulnerability
mechanisms for the development of depression in children of depressed mothers.

Several lines of research point to a role of HPA functioning in the development of
depression in children whose mothers were depressed during pregnancy. Studies from
Field’s lab show that depression during pregnancy increases a woman’s level of cortisol
(Field, 2002). Elevated stress hormones levels in pregnant women are of concern because
they have been associated with impaired neurodevelopment in the fetus (Wadhwa et al.,
2002). Furthermore, evidence implicating prenatal influences on fetal development of
neuroregulatory mechanisms includes findings that pregnant women’s levels of cortisol
account for 50% of the variance in fetuses’ levels of cortisol (Glover, 1999), that mothers’
prenatal levels of cortisol predict newborns’ cortisol levels (Lundy et al., 1999), and that
number of months depressed during pregnancy predicts preschool-age children’s baseline
cortisol levels (Ashman & Dawson, 2002). Stress-related physiological dysregulation in
children may index children’s sensitivity to stress, suggesting a particular pathway
through which maternal depression during pregnancy may increase children’s later devel-
opment of depression (Sanchez, Ladd, & Plotsky, 2001).

In addition to the possible disruption of HPA regulatory processes through fetal
exposure to depression or stress, postnatal exposure to stressors associated with maternal
depression may also disrupt HPA processes (Ashman & Dawson, 2002). In particular,
depressed mothers’ insensitive or unresponsive behavior, discussed in a later section of
this chapter, may mediate the association between maternal depression and children’s
emotion regulation abilities, which in turn increases risk for the development of depres-
sion that may emerge in childhood or adolescence.
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Along with disruptions in hormonal functioning, abnormal brain development (fron-
tal lobe activity) is a second biological mechanism implicated in the development of
depression in children of depressed mothers. Of particular interest is the abnormal
electroencephalographic (EEG) pattern of relatively greater baseline right (as compared
with left) frontal activation, which is a stable individual difference factor by adolescence
(Tomarken, Davidson, Wheeler, & Kinney, 1992) and has been associated with the ten-
dency in children to experience withdrawal emotions such as sadness or fear (Davidson
& Fox, 1989) and with depression in adolescents and adults (Davidson, Ekman, Saron,
Senulis, & Friesen, 1990). Particularly strong evidence for this mechanism in children of
depressed mothers comes from Dawson and colleagues’ findings showing associations
between frontal lobe activity and affective expressions in infants of depressed mothers
(Dawson, Grofer Klinger, Panagiotides, Hill, & Spieker, 1992) and, further, that 3-year-
olds’ frontal brain activation mediated the relation between maternal depression and chil-
dren’s level of behavior problems (Dawson et al., 2003). Further research is needed to
reveal the extent to which genetics and fetal or early postnatal experiences contribute to
the abnormal brain activation patterns. This work is especially needed, given that the
frontal lobe develops rapidly during the first 2 years of life (Chugani & Phelps, 1986),
suggesting sensitivity to early adverse experiences such as exposure to a mother whose
depression interferes with her providing the sensitive and responsive parenting required
by an infant. Also intriguing is emerging evidence linking these two behavioral mecha-
nisms. Buss and colleagues found that in 6-month-old infants, higher basal and stressor
reactive cortisol levels were associated with relatively greater right EEG asymmetry (Buss
et al., 2003).

Parenting

MODELING OF COGNITIVE, AFFECTIVE, AND BEHAVIORAL ASPECTS OF DEPRESSION

Exposure to depressed mothers’ negative affect, behavior, and cognitions is another
potential mechanism for transmission of risk of depression from parents to offspring.
Through social learning processes, including modeling, observational learning, and rein-
forcement, children of depressed mothers may acquire cognitions, behaviors, and affect
that resemble those of the depressed parent. These acquired depressotypic cognitions,
behaviors, and affect may place the children at elevated risk for developing depression.

Much evidence supports the different processes involved in this mechanism. First,
children have ample opportunities to be exposed to negative cognitions, behaviors, and
affect associated with depression in their mothers. In terms of affect and behavior, a
meta-analysis of 46 observation studies revealed that maternal depression is strongly
associated with negative (hostile/coercive) parenting behavior, moderately associated with
parenting characterized as disengagement, and shows a small association with lower lev-
els of positive behavior (Lovejoy et al., 2000). In terms of cognitions, the negatively
biased cognitions associated with depression in adults (Gotlib, Gilboa, & Sommerfeld,
2000) emerge in parenting in depressed mothers’ (1) more negative views of themselves as
parents (Gelfand & Teti, 1990; Goodman, Sewell, Cooley, & Leavitt, 1993), (2) less con-
fidence in being able to positively influence their children (Kochanska, Radke-Yarrow,
Kuczynski, & Friedman, 1987), and (3) more negative, critical perceptions of their chil-
dren (Goodman et al., 1994), relative to controls.

Second, these aspects of depression in mothers are associated with the development
of both vulnerabilities to depression and depression per se in their children and adoles-
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cent offspring. In terms of vulnerabilities, depressed mothers’ negative, critical percep-
tions of their children are associated with children’s self-blaming attributions for negative
events and with lowered perceived self-worth (Goodman et al., 1994; Jaenicke et al.,
1987; Kochanska et al., 1987; Radke-Yarrow, Belmont, Nottelmann, & Bottomly, 1990).
That is, children seem to be internalizing their depressed mother’s negative views of them,
thereby acquiring a cognitive vulnerability to depression (Beck, Rush, Shaw, & Emery,
1979). Depressed mothers’ greater criticism and hostility (Frye & Garber, 2005; Webster-
Stratton & Hammond, 1988) may also contribute to the emergence of coercive processes
not dissimilar to those implicated in the development of not only externalizing behavior
problems but also depression (Davis, Sheeber, & Hops, 2002; Hops, Sherman, & Biglan,
1990). However, family coercion was not found to mediate associations between mater-
nal depression in the early school years and adolescent boys’ or girls’ depression
(Compton, Snyder, Schrepferman, Bank, & Shortt, 2003).

INADEQUATE PARENTING

In addition to social learning processes linking depressed mothers’ affect, behavior, and
cognition to the development of depression in their offspring, other mechanisms may also
explain how qualities of parenting contribute to the development of depression and how
they interact with vulnerabilities in children to foster the development of depression.
These other mechanisms include inadequate parenting (especially if early in child’s life) as
a stressor, which was touched on earlier in this chapter, and some alternative ways in
which inadequate parenting may contribute to the development of cognitive vulnerabili-
ties. The latter, although not incompatible with social learning processes, are addressed
by a different tradition of research, emphasizing interpersonal processes such as the
depressed mother’s being an inadequate social partner for the child, and the mother being
unable to meet the child’s stage-salient social and emotional needs (Cicchetti & Toth,
1998). This inadequate parenting, in turn, negatively affects the child’s development of
social and cognitive skills.

In this model, inadequate parenting refers to the mother’s being unable to meet the
needs associated with healthy psychological development in any phase of child develop-
ment, although with an emphasis on infancy, given infants’ dependence on their care-
givers to meet their basic needs (Sroufe, Egeland, Carlson, & Collins, 2005). This
research is consistent with the idea that depression in mothers is a stressor for their
infants, which is related to the literature on HPA activity and EEG asymmetries reviewed
earlier. Mothers may be stressors as a function of being unresponsive or inconsistent
(unpredictable in their responsiveness) in relating to their infants, thereby interfering with
the infants’ development of emotion regulation skills (Fox, 1994) and secure attachment
relationships (Cicchetti, Rogosch, & Toth, 1998; Sroufe & Waters, 1977). Both of the
latter may increase risk for the development of depression in childhood or adolescence.

STRESS

In addition to inadequate parenting of depressed mothers acting as a stressor, especially
for infants, maternal depression increases children’s exposure to stress in several other
ways (Hammen, 2002). These include the stressfulness for children of the symptoms and
episodic course of depression in their mothers (Compas, Langrock, Keller, Merchant, &
Copeland, 2002), the chronic and episodic stressors that are often the context for depres-
sion (Monroe & Hadjiyannakis, 2002), and the stress-generating quality found to be
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associated with depression (Hammen, 1991). Furthermore, both episodic and chronic
stressors are associated with depression symptoms and depressive disorders in children
and adolescents (Grant et al., 2003). Finally, support is beginning to emerge for the role
of stressors as a mediator of the association between maternal depression and children’s
depression (Brennan et al., 2002).

Interacting Etiological Mechanisms, Pathways to Depression,
and Moderating Influences

Interacting Etiological Mechanisms

Complicating the model of risk for depression in offspring of depressed mothers, the indi-
vidual mechanisms of risk interact in complex ways to create diverse pathways to disor-
der. Diverse pathways may lead to the same outcome, a concept termed equifinality; and
similar developmental pathways may lead to diverse outcomes, a concept termed
multifinality (Cicchetti & Rogosch, 1996; Harrington, Rutter, & Fombonne, 1996).
Transactional models are particularly helpful for understanding these individual, com-
plex pathways. Transactional models emphasize the interaction of genetic, neurobiologi-
cal, biochemical, psychological, and sociological factors that, through mutual exchange
between characteristics of the child and the environment, result in the development of
psychopathology (Cicchetti & Toth, 1995).

As we reviewed previously, researchers have proposed several theoretical models
involving the interface between two or more mechanisms, and empirical support for these
models is beginning to appear (Goodman, 2003). These include passive, reactive, and
active gene–environment correlation or covariation (Goldsmith, Gottesman, & Lemery,
1997; Rutter et al., 1997), gene–environment interactions such as stress–diathesis mod-
els (Monroe & Simons, 1991), genetic vulnerabilities interacting with other biologi-
cal vulnerabilities or cognitive vulnerabilities (Coccaro, Silverman, Klar, Horvath, &
Siever, 1994), genes interacting with other genes (Goldsmith, Gottesman, & Lemery,
1997), stress–diathesis models with diatheses other than genetics (such as temperament;
Cicchetti & Toth, 1998; Goldsmith, Buss, & Lemery, 1997; Sameroff, 1995), and child
qualities (e.g., negative affectivity) evoking environmental qualities (e.g., harsh parenting;
Field, Healy, Goldstein, & Guthertz, 1990; Teti & Gelfand, 1991). A further example of
interacting mechanisms that has gained recent interest is the finding that in a birth cohort
of young adults, a functional polymorphism of the serotonin transporter gene (5-
HTTLPR) moderated the prospective association between stressful life events and depres-
sion (Caspi et al., 2003).

Pathways to Depression: The Role of Children’s Vulnerabilities

From a developmental psychopathology perspective, psychopathology should be concep-
tualized in terms of processes that extend through time and should be considered in the
context of normal developmental processes (Cicchetti, 1984; Sroufe & Rutter, 1984).
Moreover, understanding the mechanisms of risk in children of depressed parents
requires understanding the processes underlying individual patterns of adaptation and
the consequences of the individual patterns for the development of depression. Early in
the developmental pathways, children of depressed mothers may develop vulnerabilities
for depression, which, in turn, increase the likelihood of developing depression. For these
reasons, vulnerabilities were a prominent component of the integrative model for the
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transmission of risk to children of depressed mothers (Goodman & Gotlib, 1999). In this
section, we outline possible alternative pathways to depression in children of depressed
mothers, tied to specific, known vulnerabilities to depression, specifically affective, inter-
personal, and cognitive vulnerabilities.

First, children of depressed mothers may develop affective vulnerabilities for depres-
sion, particularly early in development. Physiological affect dysregulation is evident from
the very first stages of development in offspring of depressed mothers. Fetuses of
depressed women have higher baseline heart rates and delayed return to baseline after a
vibroacoustic stimulus (Allister, Lester, Carr, & Liu, 2001). Infants of depressed mothers
have delayed development of autonomic regulation, as evidenced by lower vagal tone,
higher mean heart rates, particularly in stressful situations, and lower heart rate variabil-
ity (Field, 1994; Field, Healy, & LeBlanc, 1989; Field et al., 1996; Field, Pickens, Fox,
Nawrocki, & Gonzalez, 1995). Mothers’ ratings and behavioral observations of affective
arousal and dysregulation in infants also suggest difficulty with self-quieting, less social
responsiveness, more irritability, lower activity levels, and more negative affect in infants
of depressed mothers as compared with control infants (Cummings & Davies, 1994;
Field, 1992; Sameroff, Seifer, & Zax, 1982). The few studies of affect regulation in devel-
opmental periods beyond infancy also support greater vulnerability in offspring of
depressed mothers. For example, Zahn-Waxler and colleagues found that 5- to 9-year-old
children of depressed mothers displayed greater emotional arousal to stimuli depicting
hypothetical situations of distress and interpersonal conflict (Zahn-Waxler, Kochanska,
Krupnick, & McKnew, 1990). Furthermore, children’s ability to maintain low heart rate
(a physiological indicator of emotion regulation) during stressful interactions with their
parents at ages 4 and 5 has been found to be related to their emotion regulation skills at
age 8 (Gottman & Katz, 2002). This finding may be particularly relevant for children of
depressed mothers who are likely to have more stressful interactions with their mothers.
Thus, these early affective vulnerabilities have implications for the development of later
abilities to regulate affect and modulate behavior, increasing risk for the development of
depression.

Second, children of depressed mothers may also develop interpersonal and behavior-
al vulnerabilities for depression. They may be more likely than other children to develop
both a sense of responsibility and feelings of guilt for causing their mothers’ distress, as
well as patterns of behavioral responding to mothers’ distress. Young children, even tod-
dlers and preschoolers, of depressed mothers have been observed to intervene more and
show higher levels of prosocial behavior toward their mothers in response to their moth-
ers’ sadness than children of well mothers (Radke-Yarrow, Zahn-Waxler, Richardson,
Susman, & Martinez, 1994; Zahn-Waxler, Cole, Welsh, & Fox, 1995). Children of
depressed mothers, relative to controls, also have elevated levels of interpersonal respon-
sibility and guilt when interpreting hypothetical situations of interpersonal conflict and
distress (Zahn-Waxler et al., 1990). This excessive empathy, guilt, and sense of interper-
sonal responsibility for the emotional well-being of others may place the children of
depressed mothers at particular risk for developing depression.

Third, children of depressed mothers are at risk for developing cognitive vulnerabili-
ties. According to cognitive models of depression, such as Beck’s cognitive distortion
model (Beck, 1967, 1976) and the learned helplessness and hopelessness models of
depression (Abramson, Metalsky, & Alloy, 1989; Abramson, Seligman, & Teasdale,
1978), habitual patterns of thinking and processing information, most often habitual
ways of explaining stressful life events, constitute a vulnerability for depression that is
activated by the experience of negative life events. Children of depressed mothers tend to
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have more of these cognitive vulnerabilities, such as more negative views of the self, less
positive self-schemas, and more stable and global attributional styles about negative
events, than children of well parents (for a review, see Garber & Martin, 2002). Studies
have also shown that, as compared with controls, children of depressed mothers have
more maladaptive ways of processing information. For example, these children recall
more negative self-descriptive words and fewer positive self-descriptive words than chil-
dren of nondepressed mothers (Hammen & Zupan, 1984; Taylor & Ingram, 1999; Whit-
man & Leitenberg, 1990; Zupan, Hammen, & Jaenicke, 1987). Thus, depression in chil-
dren of depressed mothers typically emerges over time through pathways, such as these
affective, interpersonal, and cognitive vulnerability mechanisms, that likely begin early in
development and unfold via transactional pathways over time.

Moderators

The processes underlying the developmental pathways that lead to depression are likely
to be affected by multiple moderating variables, which not only create pathways
unique to each child but also exacerbate or lessen the extent of risk associated with
depression in the mother more generally (Kraemer, Stice, Kazdin, Offord, & Kupfer,
2001). A transactional perspective suggests that through a process of continuous recip-
rocation, characteristics and traits of the child influence the child’s experiences in the
environment, which, in turn, influence the child’s characteristics and traits (Sameroff,
1975). Thus, from the perspective of transactional models, various factors may moder-
ate the associations between mothers’ depression and children’s depression and account
for differences in risk for depression among children of depressed mothers. These fac-
tors may include (1) qualities of the children, such as temperament, gender, and various
cognitive variables, (2) the broader context of the children’s environment, such as the
presence and mental health of fathers and the quality of the marital relationship, and
(3) characteristics of the mothers’ depression, such as timing, course, and chronicity.
For the most part, the moderating roles of these factors have been proposed but not
empirically investigated in the literature. Nevertheless, each of these factors is reviewed
here in turn.

QUALITIES OF CHILDREN

Temperament is one child characteristic hypothesized to influence risk for depression,
although studies have not directly tested the moderating role of temperament in associa-
tions between depression in mothers and their offspring. Nonetheless, research suggests
that children with difficult temperaments are more vulnerable to the effects of inadequate
parenting such as that shown by depressed mothers (Goldsmith, Buss, & Lemery, 1997).
Furthermore, mothers’ depressive symptoms have been associated with their perceptions
of infant temperament, particularly infant negativity (Pesonen, Raikkonen, Strandberg,
Keltikangas-Jarvinen, & Jarvenpaa, 2004) and difficulty (Cutrona & Troutman, 1986;
Edhborg, Seimyr, Lundh, & Widstrom, 2000), and with observational measures of infant
difficulty (Cutrona & Troutman, 1986). Mothers of more difficult infants perceive their
parenting to be less efficacious, which in turn is linked to depression in mothers (Cutrona
& Troutman, 1986; Porter & Hsu, 2003). Although much of the focus in regard to tem-
perament has been on infants’ negativity, behavioral inhibition is also of concern. Inhibi-
tion has been associated with the development of anxiety and depression in children
(Biederman et al., 1990; Kagan, Arcus, & Snidman, 1993). In samples of children of
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depressed mothers, behavioral inhibition may interact with problematic parenting, such
as being harsh or critical, to increase the risk to infants of depressed mothers. Infants
with greater behavioral inhibition are more difficult to soothe, perhaps particularly for
depressed mothers, who may have limited capacity to be sensitive and responsive. Thus,
although not tested as a moderator in associations between depression in mothers and
depression in children, children’s temperament has been associated with both depression
in mothers and with the mechanisms for the transmission of risk, suggesting the potential
for temperament to be a moderator.

Gender of the offspring is one characteristic that has been shown to moderate the
association between mothers’ and children’s depression, albeit a recent review revealed
that support for gender as a moderator is predominantly limited to depression that
emerges in adolescent offspring of depressed mothers (Sheeber, Davis, & Hops, 2002).
Adolescent daughters of depressed mothers have more dysphoric and less happy affect
than adolescent daughters of nondepressed mothers, whereas no significant difference in
affect was found for adolescent boys of depressed mothers as compared with non-
depressed mothers (Hops et al., 1990). In the smaller body of support for gender differ-
ences among younger children, depressed mothers and their daughters, but not depressed
mothers and their sons, have been shown to have synchronous bouts of depression
(Radke-Yarrow, Nottelmann, Belmont, & Welsh, 1993). Moreover, in community sam-
ples, levels of depression in mothers and daughters are interrelated, but levels of depres-
sion in mothers and sons are not related (Davies & Windle, 1997; Fergusson, Horwood,
& Lynskey, 1995). The mechanisms that explain increased risk for depression in daugh-
ters, as compared with sons, of depressed mothers are likely not independent from the
mechanisms of risk for depression in adolescent girls, as compared with adolescent boys,
in general populations (see the reviews by Goodman & Tully, 2006; Sheeber et al., 2002).
Those mechanisms are likely to be gender-stereotyped socialization processes, especially
early socialization of emotion expression, coping styles, and relationship orientation and
possibly greater exposure of girls than boys to family discord.

A number of cognitive variables have also been studied as potential child qualities
that may moderate the link between depression in parents and in children. These cogni-
tive factors include both variables related to cognitive abilities, such as IQ, and cognitive
vulnerabilities, such as depressogenic attributions. Children of depressed parents may be
protected against adverse outcome concurrently and prospectively if they are more intelli-
gent (Radke-Yarrow & Sherman, 1990) or have better social-cognitive skills (Beardslee,
Schultz, & Selman, 1987). Other cognitive variables, such as those proposed by cognitive
theories of depression, have also been proposed as moderating variables. For example,
risk for depression may be affected by children’s perceptions and beliefs about their par-
ents’ depression (e.g., (Beardslee, 1989; Beardslee & Podorefsky, 1989; Compas et al.,
2002; Garber & Martin, 2002; Klimes-Dougan & Bolger, 1998). As children become
aware of the signs and symptoms of their mothers’ depression, they begin to develop their
own conceptualizations to fit their observations and experiences. Children may have
exaggerated recall of the frequency and severity of mothers’ depression, self-blame for
mothers’ depression, inflated interpretations of threat related to their mothers’ depres-
sion, and expectations that they will be unable to cope with their mothers’ depression,
which may contribute to maladjustment. These conceptualizations may guide children’s
emotional and coping responses and then influence the impact of the mothers’ depression
on the children’s development of depression.

We are developing a measure of children’s conceptualizations of the signs and symp-
toms of their parents’ depression, the Children’s Perceptions of Parental Sadness Scale
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(ChiPPS). The measure yields scores on nine scales, including Impaired Parenting (the fre-
quency with which the child sees the mother’s depression as interfering with her being an
available and responsive parent), Perceived Threat (the child’s fears and worries about his
or her own well-being in association with the mother’s depression), and Self-Blame (the
extent to which the child blames him- or herself for the mother’s depression). Preliminary
data support the internal consistency, reliability, and several aspects of validity of the
ChiPPS: discriminant (relative to attributional style), convergent (relative to mothers’
stressors and symptoms of depression), and criterion-related (in relation to child internal-
izing and externalizing problems) (Tully, Goodman, & Brooks-DeWeese, 2005). In ongo-
ing work, we are testing the measure to determine whether these perceptions moderate
the association between depression in mothers and in children, with the expectation that
children who are more aware of their mothers’ depressive symptomatology, blame them-
selves for their mothers’ depression, and doubt their ability to cope will be more likely to
develop depression.

Children’s ability to cope with their mothers’ depression and the stress associated
with having a depressed parent may also be an important moderator. Compas and col-
leagues have found support for the mediating role of coping strategies in the relationship
between parental stress and children’s depression among children of depressed parents
(Jaser et al., 2005). More specifically, they found that secondary control coping strate-
gies, such as acceptance, distraction, positive thinking, and cognitive restructuring, were
associated with lower levels of depression, whereas involuntary engagement responses,
such as rumination and intrusive thoughts, were associated with higher levels of depres-
sion (Langrock, Compas, Keller, Merchant, & Copeland, 2002).

CONTEXT

Studies of depression are increasingly taking into account the broader context in which
depression occurs (Keyes & Goodman, 2006). Particularly relevant to the risk for depres-
sion in children and adolescents whose mothers have been depressed are the roles of the
father and of marital discord. With regard to fathers, both the quantity and quality of
their involvement and their mental health have been the factors considered as potential
moderators of risk associated with maternal depression (Goodman & Gotlib, 1999). In a
study of families not selected for maternal depression, a greater quantity of involvement
by fathers with high levels of antisocial behavior was associated with more conduct prob-
lems in the children (Jaffee, Moffitt, Caspi, & Taylor, 2003). In studies specific to the
effects of maternal depression, although there is some evidence for the moderating effect
of fathers’ mental health (Thomas & Forehand, 1991), other studies suggest that a more
complex model may be needed, such as one that takes into account transactional rela-
tionships over time (Hops et al., 1990). In addition to attention to transactional relation-
ships, an adequate conceptualization of the role of fathers needs to take into account the
quality and quantity of their involvement and their mental health.

Marital discord is also essential to consider, in that it is a common contextual factor
with depression in women and by itself is related to increased risk for psychopathology in
children. Davies and colleagues provided some intriguing findings on the role of marital
discord in a model of risk for depression in children of depressed mothers. In one study,
they found that marital discord significantly mediated the association between histories
of maternal depression symptoms and symptoms of depression in children at middle ado-
lescence, but only in girls (Davies & Windle, 1997). In a later study with a longitudinal
design, they found that maternal depressive symptoms mediated the effects of marital dis-
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tress on adolescents’ depressive symptoms, implicating a pathway from marital distress
through maternal depression (rather than vice versa) to adolescents’ depression (Davies
& Dumenci, 1999). Furthermore, parents’ use of specific conflict strategies involving
depressive behaviors such as physical distress, withdrawal, sadness, and fear medi-
ate associations between maternal depression and children’s depression, in contrast
to destructive or constructive marital conflict strategies (Du Rocher Schudlich &
Cummings, 2003). These findings strongly support the importance of context and the
need to develop and test models that consider the potentially moderating and mediating
roles of marital discord and how it is expressed.

CHARACTERISTICS OF MOTHERS’ DEPRESSION

The timing and course of mothers’ depression may also account for differences in risk
among children of depressed mothers. In terms of timing, mothers’ depression may have
a stronger and more negative impact if children’s first exposure occurs earlier in the
developmental pathways. In other words, it is expected that younger children, who have
fewer resources to cope with their mothers’ depression, will be less able to cope with and
recover from the impact of their mothers’ depression. The exact role of timing may be
complicated, with some research suggesting that the effect of timing varies with the type
of psychopathology and by the child’s gender (Essex, Klein, Miech, & Smider, 2001). In a
meta-analysis, we found a negative correlation between children’s age and effect size,
such that maternal depression was more strongly associated with internalizing and
externalizing problems in younger children (Connell & Goodman, 2002).

Timing is, naturally, related to course, given the episodic nature of depression disor-
ders. Thus, children who are exposed earlier in their lives are also likely to be exposed
more often. More chronic depression in mothers is related to children’s more chronic
exposure to their mothers’ depressed affect, behavior, and cognitions and, likely, to
greater, more chronic stress and other correlates of the mothers’ depression, such as mari-
tal difficulty, all of which place the children at greater risk for depression. There may also
be some critical periods when episodes of depression in mothers, perhaps particularly
severe and chronic episodes, may have implications for the development of certain vul-
nerabilities in the children. Some examples were previously mentioned in terms of infant
development. Another example is that mothers play an important role in young children’s
learning about emotions and how to regulate emotion (see, e.g., Denham & Kochanoff,
2002). Depression that impairs a mother’s ability to facilitate emotional development in
her young child may lead to the development of an affective vulnerability during this
period. Also of concern and needing further study is the effect on children of the unpre-
dictable course of their mothers’ depression.

IMPLICATIONS FOR TREATMENT AND PREVENTION OF DEPRESSION

Taking into account cogent warnings that not all predictors are causal (Kraemer et al.,
1997; Rutter, Pickles, Murray, & Eaves, 2001), empirically supported risk factors offer
promising windows of opportunity for interventions to minimize the likelihood of
depression developing in children or adolescents whose mothers have been depressed.
Interventions designed to modify risk factors not only have a high likelihood of changing
the outcome of concern, such as depression in children of depressed mothers, but also
have the potential to further empirically support the causal role of the risk factor in the
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theoretical model of transmission of depression from mothers to children. A recent
review summarized the limited work that has been conducted on prevention or treatment
of depression in children of depressed parents (Gladstone & Beardslee, 2002). Next, we
highlight some of the key ideas from that chapter and add some further suggestions, orga-
nizing these thoughts according to whether the immediate target of the intervention is the
child, the depressed mother, or the family.

Child-Level Interventions: Targeting the Vulnerabilities

Given concerns about inherited or acquired vulnerabilities to depression in children with
depressed mothers, and the role the vulnerabilities may play in pathways to disorder,
those vulnerabilities are a promising target of intervention. Interventions to lessen affec-
tive vulnerabilities may include massage to help infants experience positive affect and
develop homeostatic regulation (Field, 2002). With older children, interventions may
focus on their learning skills for emotion regulation. Targets for these interventions come
from knowledge that depressed mothers have difficulty in facilitating emotion regulation
abilities and that the ability to maintain low heart rate during stressful interactions with
parents is related to later emotion regulation abilities (Gottman & Katz, 2002). Thus,
children of depressed mothers may benefit from interventions targeting emotion regula-
tion abilities, including family-focused interventions that teach skills for family communi-
cation about emotions and coping during stressful interactions, and parent-focused inter-
ventions to help mothers learn to facilitate emotion regulation in their children. Using
methods similar to those used by Gottman (1999) in his work with couples, heart rate
monitoring during treatment may help families learn to recognize their children’s physio-
logical arousal as a cue for emotion dysregulation and an indicator of internal affect dys-
regulation to facilitate learning to express emotions externally in socially acceptable
ways. For adolescents, treatment may target cognitive vulnerabilities through cognitive
behavioral interventions, such as Clarke and Lewinsohn’s interventions for children at
risk for depression. For example, Clarke and colleagues found that a brief group
cognitive-behavioral intervention was effective in reducing subsyndromal depression in
offspring of depressed mothers to the normal range (Clarke et al., 2001). Seligman’s
learned optimism interventions, which focus on promoting more accurate cognitive
styles, problem-solving skills, and supportive family relationships, has shown promise in
preventing depression and anxiety and may also be an effective approach to prevention in
children of depressed mothers (Chaplin et al., 2006; Jaycox, Reivich, Gillham, &
Seligman, 1994; Seligman, Schulman, DeRubeis, & Hollon, 1999).

Interventions Targeting the Mothers

Treating Her Depression

To the extent that exposure to depression in mothers—to its symptoms, impairment, or
correlated stressors—is implicated in the transmission of risk for depression, it is compel-
ling to consider that quickly and effectively treating the depression in mothers decreases
the children’s exposure and, thereby, their risk for developing depression themselves. This
topic was the basis of a recent symposium (Coiro, 2005), a recent Journal of the Ameri-
can Medical Association publication (Weissman et al., 2006) and a series of articles in a
special issue of the Infant Mental Health Journal (Clark, in press), although these articles
are specific to postpartum depression. Overall, the evidence is promising.
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O’Hara and colleagues, with a controlled trial of interpersonal psychotherapy (IPT)
in postpartum women with major depression, not only significantly reduced levels of
depression in the mothers but also significantly enhanced the mothers’ reports of their
relationships with their children, even though the women did not achieve the levels of
quality of parenting relationships typical of women with no history of depression
(O’Hara, Stuart, Gorman, & Wenzel, 2000). Similarly, Cooper and Murray (1997)
treated a community sample of depressed mothers (randomly assigned to nondirective
counseling, cognitive-behavioral therapy, or dynamic psychotherapy) and found that
despite significant improvement in mood, treated mothers were not observed to differ
from untreated mothers or early-remission mothers on either sensitive–insensitive or
intrusive–withdrawn dimensions in face-to-face interactions with their infants. Initial low
levels of disturbances in parenting in these samples may have restricted their ability to
find an impact of treatment on parenting. In a third study, Fleming, Klein, and Corter
(1992) investigated a community sample of women with self-reported depression who
were treated with group therapy. Despite limited changes in ratings of depression, the
treated mothers made more noninstrumental approaches to their infants, and the infants
decreased in amounts of crying and increased in non-cry vocalizations. Although all three
of these studies relied on psychotherapy as the mode of treatment, antidepressant medica-
tions are also effective in the treatment of depression (Hollon, Thase, & Markowitz,
2002) and thus were the focus of interventions recently conducted in our lab. We found
that regardless of initial levels of parenting quality and depression, mothers’ reduced lev-
els of depression, after 12 weeks of antidepressant treatment, were associated with
improvements in the quality of their interactions with their infants and with improve-
ments in their infants’ quality of play (Goodman, Broth, Hall, & Stowe, in press). In a
much larger-scale study of the effects of antidepressant medication treatment of mothers
of 7- to 17-year-old children, remission of maternal depression symptoms was signifi-
cantly correlated with children’s decreases in both rates of depression and levels of
depression symptoms (Weissman et al., 2006). Similarly, Garber and colleagues, in three
independent samples of depressed parents treated with cognitive therapy or medication,
showed that remission of parental depression predicted a significant decrease in children’s
depressive symptoms and was also associated with improvements in family environment
(Garber, 2006; McCauley, Garber, Diamond, & Schloredt, 2005). In contrast, among a
group of low-income minority mothers, successful treatment of their depression did not
affect child behavior problems or social competence, parenting or family stress levels
(Coiro, Riley, & Broitman, 2005). Given the mixed findings, further research is needed to
determine whether the timing, type of therapy (IPT, cognitive-behavioral therapy [CBT],
medication, or combinations), or sampling characteristics (e.g., poverty, severity, etc.)
influence the likelihood of children’s risk for depression decreasing in association with
their mothers’ receiving treatment for their depression.

Treating the Context of Her Depression

Also promising, although less often a topic of study, is the idea of treating the contextual
factors that have been implicated as moderators or mediators of the association between
maternal depression and children’s development of depression. These treatments may
include stress reduction techniques, interventions to minimize stress generation, and
enhancing problem-solving skills in the women (Hammen, 2002). Also promising is the
idea of treating the depressed mothers’ parenting efficacy beliefs by, for example, training
the women in cognitive coping skills (Sanders & McFarland, 2000). Improving the qual-
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ity of the marital or couple relationship also has the potential benefits of increasing the
depressed woman’s perceived support from her husband/partner, decreasing her level of
stress, and increasing the husband/partner’s involvement with the children (Katz &
Gottman, 1993). Another important consideration is that couple therapy designed to
improve the quality of the marriage may be an effective treatment for depression in
women (Epstein & Baucom, 2002). Any intervention designed to minimize the develop-
ment of depression in offspring of depressed mothers may benefit from involving the hus-
bands/partners (Dadds, Sanders, & James, 1987). Finally, the context of depression was
the target of interventions involving the provision of home visitor services to mothers of
infants or toddlers. Results have been mixed, with one study having found no effects on
infants’ cognitive development (Gelfand, Teti, Seiner, & Jameson, 1996), and another,
among participants of low socioeconomic status (SES), having found prevention of
cognitive-intellectual decline relative to no-intervention controls (Lyons-Ruth, Connell,
Grunebaum, & Botein, 1990).

Enhancing the Quality of Parenting

To the extent that parenting practices can be considered causal of depression or depres-
sion vulnerabilities in children with depressed mothers (Davis et al., 2002), parenting
interventions designed to change such practices should decrease risk for depression. In
contrast to the strong support for the effectiveness of parent management training in
reducing risk for conduct disorder, there is less support provided by the research on par-
enting interventions to reduce risk for depression. Ideally, such intervention studies would
test specific theoretical models, such as the role of contingencies (which child behaviors
do or do not get rewarded), rather than targeting broadly defined inadequate parenting.

A few studies have targeted parenting by depressed mothers. Among these, infants of
depressed mothers have been found to benefit from their mothers having been instructed
in recognizing their infants’ abilities (Hart, Field, & Nearing, 1998), coached to enhance
the sensitivity and responsiveness of their interactions with their infants (Malphurs et al.,
1996), or taught to massage their infants (Field, Grizzle, et al., 1996). These interventions
may have the further benefit of helping the infants to regulate their emotions, addressing
one of our proposed vulnerabilities in the pathways from maternal to child depression.
With toddlers of depressed mothers, an intervention designed to enhance the quality of
the mother–child relationship, including responsivity and communication, toddler–parent
psychotherapy (Lieberman, 1992), improved children’s cognitive development (Cicchetti,
Rogosch, & Toth, 2000) and attachment security (Cicchetti, Toth, & Rogosch, 2000).

Interventions Targeting the Families

Beardslee and colleagues have taken a family-based approach in interventions designed to
minimize the risk of depression in adolescents of parents with depression (Beardslee et al.,
1993). Building on their work identifying self-understanding and relationships as keys to
resilience in adolescents of depressed parents, their intervention is designed to both
decrease the effects associated with the contextual variables (family and marital risk fac-
tors) and encourage the promotion of resilience in the children (Beardslee et al., 1987).
The latter includes providing psychoeducational material about depression and helping
the children to feel less guilt and self-blame, while facilitating their development of rela-
tionships and activities independent of the family. The intervention is proving to be effec-
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tive in increasing adolescents’ understanding of depression, enhancing communication
with their parents, increasing participation in adaptive activities, and lowering scores on
depressive symptoms (Gladstone & Beardslee, 2002).

UNRESOLVED QUESTIONS/FUTURE DIRECTIONS

Although much has been learned about depression in children and adolescents from stud-
ies of children with depressed mothers, there are also many unanswered questions. In
particular, although there is fairly extensive research on the mechanisms of risk, more
work is needed on each of the core mechanisms and on their interactions. In particular,
tests are needed of their actual mediating roles in associations between depression in
mothers and children and on developmental pathways. Relative to work on mechanisms,
there is considerably less research on potential moderators. Research on moderators,
such as fathers’ quality and quantity of involvement and mental health, and children’s
temperament, cognitive abilities and social-cognitive skills, is promising, but more
research is needed to clarify the importance of these moderators and the role of develop-
ment in these associations.

Also given little attention are the potential roles of race/ethnicity and poverty.
Although a few studies targeted minority ethnicities or those in poverty (see the work by
Karlen Lyons-Ruth [Lyons-Ruth et al., 1998] and Tiffany Field [Field, 1992] as exam-
ples), most sampled white, middle-SES families. The influence of the mechanisms of risk
may vary among ethnic and SES groups. There may be differences in the severity of the
risk mechanisms and moderators, and possibly additional mechanisms of risk, among
these groups (Downey & Coyne, 1990). For example, there may be different or more
extreme stressors associated with depression in mothers in low-income populations,
greater deficits in the ability to provide for children’s social-emotional needs, and more
harsh and inconsistent parenting. The severity of the mechanisms may be influenced by
more extreme versions of various moderators, such as lack of resources, child care, edu-
cation, availability of fathers, and stable social supports. There may also be additional
risks among some low-income families that compound the risks due to having a
depressed mother, such as maltreatment or teen mothering.

The research on the mechanisms of risk provides ideas for interventions for children
of depressed mothers. However, there are few studies of interventions in this population.
Research on the development of interventions that address these mechanisms has promise
not only to provide further empirical tests of our theoretical models, but also to minimize
the risk for the development of depression in these children.
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18 Suicidal Behavior
in Youth

Kimberly A. Van Orden, Tracy K. Witte,
Edward A. Selby, Theodore W. Bender,
and Thomas E. Joiner, Jr.

Every 2 hours and 4 minutes, a person under the age of 25 dies by sui-
cide (as based on data from 2003; McIntosh, 2006). One of the strongest risk factors for
suicide in youth is the presence of a psychiatric disorder, especially depression (Shaffer &
Pfeffer, 2001). One of the symptoms of major depressive disorder, according to the Amer-
ican Psychiatric Association (2000) is suicidal thoughts or behaviors. According to the
practice parameters for the assessment and treatment of children and adolescents with
depressive disorders (American Academy of Child and Adolescent Psychiatry [AACAP],
1998), youth suffering from major depressive disorder are at increased risk for suicidal
thoughts and behaviors, thus necessitating the assessment of suicide risk with depressed
youth (see, e.g., Wagner, 2003). Depression in youth continues to increase risk for suicide
attempts (lethal and nonlethal) into adulthood (Weissman et al., 1999), suggesting that
the relationship between depression and suicide in youth is robust and persistent. There-
fore, a comprehensive account of depression in youth must consider the assessment, treat-
ment, and prevention of suicidal behavior. In 2002, deaths by suicide accounted for 6.3%
of deaths in children (ages 10–14) and 11% of deaths in adolescents (ages 15–19; Arias,
Anderson, Kung, Murphy, & Kochanek, 2003). In 2002, suicide was the third leading
cause of death in children and the fourth leading cause in adolescents. Acknowledging the
gravity of this health problem, the U.S. Department of Heath and Human Services (2001)
set forth specific methods aimed at reducing suicide rates. Methods specifically targeting
suicide rates in youth were included, such as increasing the proportion of school districts
with empirically supported programs designed to prevent suicide. In this chapter, we seek
to provide an overview of what constitutes an empirically supported program for the
treatment and prevention of suicidal behavior in youth. To accomplish this goal, we first
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provide a brief introduction to the epidemiology of suicidal behavior in youth. Next, we
provide an overview of theoretical models of suicidal behavior that can contribute to our
understanding of suicidal behavior in youth and discuss the empirical support for these
models. We focus on one theory in particular, the interpersonal–psychological theory of
suicidal behavior (Joiner, 2005). We then provide empirically informed recommendations
the risk assessment, crisis intervention, and long-term psychotherapy with suicidal youth.
Finally, we conclude with future directions and an overview of the status of programs for
the prevention of suicide in youth.

EPIDEMIOLOGY OF YOUTH SUICIDAL BEHAVIOR

In this section, we briefly review prevalence (the number of lethal and nonlethal suicide
attempts), rates (the number of cases of suicide in a group divided by the number of indi-
viduals in the group, standardized to a base of 100,000), patterns of suicidal behavior
(e.g., comparisons by age, gender, ethnicity), and documented risk factors for suicidal
behaviors in children and adolescents. Readers interested in greater depth of coverage of
this topic are encouraged to consult the following resources: Gould, Shaffer, and
Greenberg (2003), Berman, Jobes, and Silverman (2006), and the American Academy of
Child and Adolescent Psychiatry (AACAP) practice parameters for the treatment of sui-
cidal behavior in children and adolescents (Shaffer & Pfeffer, 2001).

The prevalence of suicidal behavior can be estimated from official mortality statistics
compiled by government agencies, published reports of psychological autopsies, and epi-
demiological studies of suicidal ideation and attempts (Gould et al., 2003). The Centers
for Disease Control and Prevention (CDC) compile official mortality statistics for the
U.S. population each year. The number of deaths due to suicide is provided for all indi-
viduals, grouped by age, gender, and ethnicity. These data are available online (won-
der.cdc.gov/welcome.html) and are updated when new information is available. The fol-
lowing statistics on prevalence and rates are compiled from the CDC data base for 2002
(U.S Department of Health and Human Services, 2004). In 2002, no lethal suicide
attempts were reported for children 4 years old or younger. For children ages 5–9, 4
lethal suicide attempts were reported (1 female). For children ages 10–14, 260 lethal sui-
cide attempts were reported (33% female), accounting for 6.3% of all deaths occurring in
this age group. The age-specific rate of mortality due to suicide was 1.2 per 100,000. For
adolescents 15 through 19 years of age, 1,513 lethal suicide attempts were reported (18%
female), accounting for 11% of all deaths occurring in this age group. The age-specific
rate of mortality due to suicide was 7.4 per 100,000.

Although uncommon, suicidal behavior can occur in very young children; for exam-
ple, Rosenthal and Rosenthal (1984) describe the characteristics of 16 preschoolers (ages
2.5–5 years) who engaged in nonlethal attempts. However, suicidal behavior is more
common in older youth: Within the group of 10- to 14 year-olds, most deaths by suicide
occur in children ages 12–14 and the rate of suicide deaths increases sharply in the late
teen years and continues to increase until the early twenties (Gould et al., 2003). The rate
plateaus in the early twenties until it rises again in later life (Gould et al., 2003). More
boys than girls die by suicide; however, estimates suggest that in childhood and adoles-
cence, as in adulthood, more females engage in nonlethal attempts (CDC, 2004; Gould et
al., 2003). Thus, the landscape of suicide in youth varies, depending on both age and gen-
der.
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The CDC conducts a nationwide survey of high school students in the United
States—the Youth Risk Behavior Surveillance System (YRBSS)—that reports on the
prevalence of those seriously considering suicide, making a suicide plan, attempting sui-
cide, and attempting suicide with a need for medical attention. These statistics allow
for a consideration of patterns in the prevalence of nonlethal attempts. In 2003 esti-
mates from the YRBSS (Centers for Disease Control and Prevention, 2004) suggested
that 16.5% of U.S. high school students seriously considered attempting suicide
(21.3% of females and 12.8% of males). The number of those considering a suicide
attempt also varied by ethnicity: Prevalence was higher in white (16.5%) and Hispanic
youth (18.1%) than in black youth (12.5%). In 2003, 8.5% of U.S. high school stu-
dents attempted suicide one or more times (11.5% of females and 5.4% of males). The
prevalence of suicide attempts was higher among Hispanic youth (10.6%) than among
white (6.9%) or black youth (8.4%). Suicide attempts requiring medical attention
occurred in 2.9% of youth. For attempts requiring medical attention, prevalence was
higher in Hispanic females (5.7%) than in white females (2.4%) or black females
(2.2%). Prevalence was also higher in black males (5.2%) and Hispanic males (4.2%)
than in white males (1.1%).

A striking finding from the YRBSS is the elevated prevalence of suicidal behavior in
Hispanic youth. Zayas, Lester, Cabassa, and Fortuna (2005) suggest that suicidal behav-
ior in these youth may be explained by an examination of interpersonal variables: A con-
flict may exist between a cultural emphasis on family unity and an individual desire for
autonomy.

RISK FACTORS FOR SUICIDAL BEHAVIOR

Variables that explain or predict suicidal behavior can be grouped into two broad catego-
ries: long-standing risk factors that may predispose individuals to suicidal behavior and
warning signs, which are more dynamic and proximal factors that indicate the presence
of a current suicidal crisis (Rudd, Berman, et al., 2006). Numerous risk factors for sui-
cidal behavior in youth have been identified. One of the most reliable and robust risk fac-
tors is the presence of psychopathology: Findings from psychological autopsy studies esti-
mate that at least 90% of youth who die by suicide experienced at least one mental
disorder (Gould et al., 2003). Data from a psychological autopsy study, the Utah Youth
Suicide Study (Moskos, Olson, Halbern, Keller, & Gray, 2005), indicate that mood disor-
ders and substance use disorders are the most common diagnoses in youth who have died
by suicide. In a psychological autopsy of adolescents who died by suicide, significant psy-
chiatric risk factors were major depression, bipolar mixed state, substance abuse, and
conduct disorder (Brent et al., 1993). A psychological autopsy conducted by Shaffer and
colleagues (Shaffer et al., 1996) found that mood disorders—alone or comorbid with sub-
stance use disorders or conduct disorder—were the most common diagnoses among ado-
lescents who died by suicide. Mood disorders with childhood onset (i.e., prepubertal
onset) have been found to relate to a 3.5 increased risk for a nonlethal suicide attempt (as
compared with an absence of mood disorder; Pfeffer et al., 1993). Both mood disorders
and anxiety disorders with childhood onset (prior to age 13) have been found to elevate
risk for multiple nonlethal attempts in young adulthood (Rudd, Joiner, & Rumzek,
2004). Personality disorders have been found to confer risk for lethal attempts in adoles-
cents, particularly Cluster B (impulsive-dramatic) and Cluster C (avoidant-dependent)
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disorders (Brent et al., 1994). Reith, Whyte, Carter, and McPherson (2003) investigated
factors predictive of death by suicide in young adulthood in a sample of individuals with
a history of a nonlethal suicide attempt in adolescence. Disorders classified as “usually
first diagnosed in infancy, childhood, or adolescence” increased risk for lethal attempts in
adolescence. Research also suggests that disorders in this category may confer risk for
nonlethal suicide attempts: Oppositional and conduct disorders were found to increase
risk for nonlethal attempts in adolescence (Apter, Bleich, Plutchik, Mendelsohn, &
Tyano, 1988).

Research on adult samples has demonstrated that the relationship between past and
future suicidal behavior is robust and that previous suicidal behavior elevates risk for
future suicidal behavior (Joiner et al., 2005). This relationship has also been found in
youth samples. Borowsky, Ireland, and Resnick (2001) found that the presence of a prior
attempt significantly elevated risk for future suicide attempts in adolescence.

A working group convened by the American Association of Suicidology (AAS)
reviewed the empirical literature and reached consensus on a set of warning signs for sui-
cide (see Rudd, Berman, et al., 2006). These warning signs, designed to educate the public
about suicidal crises, and are presented in Figure 18.1. These warning signs were not
developed specifically for youth, thus future research is needed to determine if signs of
acute suicide risk differ for youth and adults.

A host of cognitive and interpersonal variables have also been found to confer risk
for suicidal behavior in youth. We discuss these factors below, in relation to theories of
suicidal behavior. Kurt Lewin (1951) wrote: “There is nothing so practical as a good the-
ory” (p. 169). The rest of the chapter uses theory to organize empirical evidence on risk
factors and allow us to present empirically informed recommendations on risk assess-
ment, crisis intervention, and psychotherapy with suicidal youth.
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FIGURE 18.1. Consensus warning signs for suicide. Developed by the American Association of
Suicidology. See Rudd, Berman, et al. (2006).

Are you or someone you love at risk for suicide? Get the facts
and take action.

Call 911 or seek immediate help from a mental health provider when you hear,
say, or see any one of these behaviors:

• Someone threatening to hurt or kill him- or herself
• Someone looking for ways to kill him- or herself: seeking access to pills,

weapons, or other means
• Someone talking or writing about death, dying, or suicide

Seek help by contacting a mental health professional or calling 1-800-273-TALK
for a referral should you witness, hear, say, or see anyone exhibiting any one or
more of these behaviors:

• Hopelessness
• Rage, anger, seeking revenge
• Acting reckless or engaging in risky activities, seemingly without thinking
• Feeling trapped—as if there’s no way out
• Increasing alcohol or drug use
• Withdrawing from friends, family, or society
• Anxiety, agitation, unable to sleep or sleeping all the time
• Dramatic changes in mood
• No reason for living; no sense of purpose in life



THEORIES OF YOUTH SUICIDAL BEHAVIOR

Many theories of suicidal behavior in general, and suicidal behavior in youth in particu-
lar, have been put forth. The five theories we review below have received empirical sup-
port and/or present falsifiable and coherent predictions suitable for empirical testing.
Readers interested in a more comprehensive overview of the status of theory in youth sui-
cidal behavior are referred to Berman et al. (2006).

Hopelessness—a belief that circumstances will not improve in the future—involves
expectations of negative outcomes combined with expectations that those negative out-
comes are out of one’s control (Abramson, Alloy, & Metalsky, 1989). According to the
hopelessness theory of suicide (e.g., Cornette, Abramson, & Bardone, 2000), a negative
cognitive style functions as a vulnerability for the development of hopelessness. Hopeless-
ness, in turn, is a proximal cause of the symptoms of depression, including suicidal
thoughts and behavior. In support of this hypothesis, improvements in attributional style
(a type of cognitive style) in children and adolescents have been found to reduce suicidal
ideation over the course of inpatient stays (Wagner, Rouleau, & Joiner, 2000). The rela-
tion between hopelessness and suicidality is one of the most consistent and robust find-
ings in the suicidality literature (e.g., Joiner & Rudd, 1996). Empirical evidence from a
number of studies using both adult and youth samples suggests that hopelessness is
indeed a risk factor for lethal attempts. For example, in a large-scale prospective study of
adult psychiatric outpatients, patients who scored high on the Beck Hopelessness Scale
were 4 times more likely to die of suicide in a given year than those who scored lower
(Brown, Beck, Steer, & Grisham, 2000). Similarly, a large community study of adults
found that individuals who expressed hopelessness were 11.2 times more likely to die by
suicide over a 13-year follow-up period (Kuo, Gallo, & Eaton, 2004). In a sample of
youth psychiatric inpatients (ages 8–13), hopelessness predicted level of suicidal intent,
while controlling for symptoms of depression (Kazdin, French, Unis, Esveldt-Dawson, &
Sherick, 1983).However, hopelessness has been found to have low predictive power for
suicidal behaviors (Brown et al., 2000). In terms of risk assessment, this suggests that
most youth engaging in suicidal behaviors are hopeless, but that most hopeless youth do
not engage in suicidal behaviors.

Shneidman’s (1985) psychache theory suggests that individuals engage in suicidal
behavior because of intolerable psychological and emotion pain (i.e., psychache), which
results from unmet psychological needs. Shneidman (1998) proposes an extensive list of
basic needs, seven of which, he argues, are most commonly thwarted in suicidal individu-
als, ranging from “affiliation” to “shame avoidance” to “order and understanding.”
Shneidman (1985) proposes that all individuals who die by suicide experience psychache
just prior to their deaths, but that only a small proportion of all individuals who experi-
ence psychache will die by suicide. Thus, psychache is not sufficient to cause death by sui-
cide. Shneidman’s theory posits that another factor, lethality, contributes to risk for sui-
cide and must also be present for someone to die by suicide. Shneidman (1996) describes
lethality as the idea that “I can stop this pain; I can kill myself” (p. 8). However,
Shneidman’s theory does not specify the components of lethality nor what contributes to
higher levels of lethality.

Empirical findings provide support for the role of psychache in both youth and
adults. Orbach, Mikulincer, Gilboa-Schechtman, and Sirota (2003) found that adult psy-
chiatric inpatients who attempted suicide prior to hospital admission scored higher on a
measure of mental pain than nonsuicidal psychiatric inpatients and community controls.
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Kienhorst, De Wilde, Diekstra, and Wolters (1995) reported that adolescents most fre-
quently name mental pain as the cause for their suicidal behavior. Boergers, Spirito, and
Donaldson (1998) surveyed a sample of adolescents who had recently attempted suicide
about their reasons for the attempt: In addition to a desire for death, “relief from a terri-
ble state of mind” and “escape for a while from an impossible situation” were the
most cited reasons for the attempts. Data thus support the psychache component of
Shneidman’s theory and suggest that mental pain is a necessary, but not sufficient cause of
suicide. Additional research is needed to determine under what conditions psychache is
most likely to result in death by suicide.

Baumeister’s (1990) escape theory of suicidal behavior also posits that mental pain is
a key factor in such behavior. For Baumeister, mental pain takes the form of “aversive
self-awareness.” In contrast to Shneidman’s theory, Baumeister’s theory describes in detail
a sequence of steps leading up to serious suicidal behavior. The sequence begins with an
individual’s experiencing a negative and severe discrepancy between expected and actual
outcomes (e.g., failures, unmet goals, disappointments). In the next step, the individual
attributes this disappointment internally and blames him- or herself—not only are recent
outcomes not meeting expectations, but the self is perceived as not meeting self-standards
and is thus inadequate. In the third step, an aversive state of high self-awareness develops,
which leads to step four, the experience of negative affect. The experience of negative
affect due to aversive self-awareness is conceptually similar to Shneidman’s construct of
psychache.

In Baumeister’s next step, the individual attempts to escape from this negative affect,
as well as from the aversive self-awareness, by retreating into a numb state of “cognitive
deconstruction.” In this state, meaningful thought about the self, including painful self-
awareness and failed standards, is replaced by a lower-level awareness of concrete sensa-
tions and movements and of immediate, proximal goals and tasks. Finally, the important
consequence of this state of cognitive deconstruction is reduced inhibitions, and espe-
cially a lack of impulse control, for suicidal behavior. According to Baumeister, when
people are in the lower-level state of focusing on concrete behaviors, their ability to iden-
tify other options is impaired and suicide may be viewed as the only means available to
escape mental pain. According to both Shneidman and Baumeister, suicide is an attempt
to escape mental pain. Insofar as mental pain is a key component in the escape theory, the
studies described above that are consistent with Shneidman’s theory are consistent with
the escape theory as well. However, we are not aware of any direct tests of the other com-
ponents of Baumeister’s theory. Regarding its utility in understanding suicide in youth,
we suggest that tests of the theory utilizing a developmental framework are needed. For
example, many children may not possess the level of cognitive sophistication required to
experience discrepancies between desired and actual outcomes. It may be that the content
of mental pain depends on developmental considerations, such as the development of
information-processing abilities, emotion regulation skills, and awareness of self. The
escape theory proposes a set of coherent and falsifiable predictions, making it a poten-
tially useful theory in terms of generating suicide research applicable to treatment and
prevention efforts (see Higgins, 2004, for a discussion of properties of useful theories).
However, empirical tests of the escape theory utilizing a developmental framework are
needed.

The desire to escape negative affect is similar to the primary risk factor in Linehan’s
(1993) theory of suicidal behavior, emotional dysregulation, which involves an inability
to adaptively modulate one’s emotions. Self-injury, according to Linehan, is an attempt to
regulate emotions—an attempt that becomes necessary because the usual emotion regula-
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tion mechanisms have broken down or have never developed adequately. Linehan theo-
rizes that emotion dysregulation—the proximal cause of suicidal behavior—results from
the joint influences of biological predispositions and invalidating environments. Biologi-
cal predispositions to emotional dysregulation result in abnormal responses to negative
emotional stimuli: high emotional sensitivity, an intense emotional experience, and a slow
return to emotional baseline. Emotion dysregulation resulting from biological predisposi-
tions is amplified by invalidating environments. Invalidating environments are those in
which the communication of private experiences is met by erratic, inappropriate, and
extreme responses. An example of an invalidating environment is childhood abuse. Con-
sistent with Linehan’s theory, childhood abuse has been found to be a risk factor for sui-
cidal behavior (Brown, Cohen, Johnson, & Smailes, 1999; Joiner, Sachs-Ericsson,
Wingate, & Brown, 2007; Rosenthal & Rosenthal, 1984).

Linehan has also applied this theory to affective and behavioral problems seen in
borderline personality disorder (Linehan, 1993). Borderline personality disorder is one of
two disorders in the Diagnostic and Statistical Manual (along with major depressive dis-
order; American Psychiatric Association, 2000) to include suicidal behavior as a diagnos-
tic criterion. Although the criteria for borderline personality disorder are polythetic—
thus suicidal behavior is not a necessary symptom for the diagnosis—suicidal behavior is
common among individuals with borderline personality disorder and is a key feature of
the disorder (see, e.g., Linehan et al., 2006). Dialectical behavior therapy (DBT; Linehan,
1993) was developed from Linehan’s theory of emotion dysregulation and has been
applied to the treatment of suicidal adolescents (Miller, Rathus, Linehan, Wetzler, &
Leigh, 1997) and suicidal adults (Linehan et al., 2006). More detail on the application to
adolescents is provided later in the section “Psychotherapy.” DBT has been shown to be
effective in six randomized controlled trials with adults (Koons et al., 2001; Linehan,
Armstrong, Suarez, Allmon, & Heard, 1991; Linehan et al., 1999; Linehan et al., 2002;
Linehan et al., 2006; Verheul et al., 2003). The efficacy of DBT provides indirect support
for Linehan’s theory. Direct empirical evidence testing the etiological role of emotional
dysregulation, biological dispositions, and invalidating environments is needed. Research
on mechanisms of change in DBT is a potential means of providing a more precise test of
the theory.

Joiner’s (2005) interpersonal–psychological theory of suicidal behavior (hereafter
referred to as the interpersonal–psychological theory) proposes that an individual will not
die from suicide unless he or she has both the desire to die by suicide and the ability to do
so (see Figure 18.2).

The theory further proposes that suicidal desire results from the presence of two
interpersonal constructs, thwarted belongingness and perceived burdensomeness. These
result from an unmet need to belong (Baumeister & Leary, 1995) and an unmet need to
contribute to the welfare of close others (Joiner et al., 2002). The theory also proposes
that suicidal desire is not sufficient to result in death by suicide: Individuals must also
have the ability to enact lethal self-injury. This ability can be acquired over time through
exposure to painful and provocative experiences, including the physical and mental pain
involved in self-injury. Through repeated practice and exposure, an individual can habitu-
ate to the painful and fearful aspects of self-harm, making it possible for him or her to
engage in increasingly painful, damaging, and lethal forms of self-harm. Such a process is
consistent with opponent process theory (Solomon & Corbit, 1974), which states that
with repetition, the negative and provocative aspects of a behavior may diminish while
the opposite effects (i.e., the opponent processes) are amplified and strengthened. Thus,
what was originally a fear-inducing and painful experience (e.g., self-injury) can become a
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source of calming emotions and emotional relief. The interpersonal–psychological theory
posits that the most direct pathway to an acquired capability is through previous suicidal
behavior: As one becomes more practiced via suicide attempts, the punishing aspects of
self-injury may diminish (i.e., fear and the experience of physical pain), while the rein-
forcing aspects may increase (i.e., emotional relief). In line with this hypothesis, a past
suicide attempt is one of the strongest and most reliable predictors of future attempts
(Borowsky et al., 2001; Joiner, Walker, Rudd, & Jobes, 1999).

The theory also proposes that other less direct pathways may also exist through the
experience of other fear-inducing, risky behaviors, such as self-injecting drug use,
nonsuicidal self-injury, or exposure to physical violence. Data suggest that these path-
ways are operative in youth suicidal behavior. For example, three studies conducted by
Nock and colleagues (Nock, Joiner, Gordon, Lloyd-Richardson, & Prinstein, 2006; Nock
& Prinstein, 2004, 2005) suggest that the experience of nonsuicidal self-injury (NSSI)
may also be relevant for youth suicidal behavior. Estimates of adolescent NSSI (i.e., self-
injurious behavior without suicidal intent) have been shown to be as high as 39% in com-
munity samples (see, e.g., Lloyd, Kelley, & Hope, 1997) and as high as 61% in psychiat-
ric samples (see, e.g., DiClemente, Ponton, & Hartley, 1991). Nock and Prinstein (2004)
investigated functions of NSSI by asking participants (adolescent psychiatric inpatients)
how often they had engaged in NSSI for a series of 22 reasons. These reasons were col-
lapsed into four subscales (supported by confirmatory factor analysis): automatic nega-
tive reinforcement, automatic positive reinforcement, social negative reinforcement, and
social positive reinforcement. Automatic refers to internal, psychologically reinforcing
effects of NSSI, and social refers to interpersonally reinforcing effects of self-injury. Auto-
matic negative reinforcement was the most common reason adolescents reported for
engaging in NSSI. Nock and Prinstein (2005), also in a sample of adolescent psychiatric
inpatients, found that NSSI done for the purpose of automatic negative reinforcement
was related to a history of suicide attempts; none of the other functions were related to a
history of suicide attempts. They also found that most adolescents reported experiencing
little or no pain during the NSSI. Regarding the implications of these results, Nock and
Prinstein (2005) propose that the most common form of NSSI among adolescents—NSSI
performed in order to experience automatic negative reinforcement—is a predictor of sui-
cidal behavior and may serve the same function as suicidal behavior. They suggest that
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automatic negative reinforcement is a motive similar to that of escaping mental pain—a
link also theorized by Shneidman and Baumeister, as discussed above.

The potential functional equivalence of NSSI and suicidal behavior suggests that
data on NSSI may be relevant to models of suicidal behavior. In a test of this hypothesis,
Nock et al. (2006) investigated the relationship between NSSI and nonlethal attempts in a
sample of inpatient adolescents. They found that a longer history of NSSI and the use of
more methods of NSSI were both associated with higher rates of lifetime suicide
attempts. In addition, the absence of physical pain during NSSI was also associated with
a higher rate of lifetime suicide attempts: Adolescents who reported experiencing no pain
during NSSI reported nearly twice as many lifetime suicide attempts, as compared with
adolescents who reporting experiencing pain during NSSI. Although this study was cross-
sectional, thus necessitating that conclusions be interpreted with caution, these results are
consistent with the hypothesis that NSSI may represent an indirect pathway to an
acquired capability for lethal self-injury.

How may NSSI function as an indirect pathway to an acquired capability? The find-
ing by Nock and colleagues (2006) that the absence of pain during NSSI was a predictor
of a greater number of lifetime nonlethal attempts is consistent with the hypothesis that
through repeated exposure to the pain of self-injury, individuals may habituate to the
pain involved and thus be capable of increasingly painful acts of self-injury. For example,
adolescents may begin with less painful, damaging, and fear-inducing forms of NSSI, and
after habituating to these behaviors, may escalate to more painful, damaging, and fear-
inducing behaviors such as suicide attempts. Nock and Prinstein (2005) report that the
majority of individuals in their sample of adolescent psychiatric inpatients reported
engaging in NSSI impulsively (i.e., contemplating the behavior for a few minutes or less)
and without the influence of drugs or alcohol. This finding is consistent with the hypoth-
esis of the interpersonal–psychological theory that the relationship between impulsivity
and suicide attempts may be indirect. Longitudinal studies are needed to directly address
these hypotheses.

Research also suggests that there may be other less direct pathways to the acquired
capability in youth. For example, a diagnosis of conduct disorder has been found to
increase risk for lethal suicide attempts in adolescents (Shaffer et al., 1996; Brent et al.,
1993), and risk is especially elevated for youth with a diagnosis of conduct disorder as
well as a prior attempt and comorbid substance use (Renaud, Brent, Birmaher, Chiapetta,
& Bridge, 1999). Conduct disorder is characterized by violence, cruelty, impulsivity, and
overall disruptive behavior, according to the Diagnostic and Statistical Manual of Mental
Disorders (4th ed., text rev. [DSM-IV-TR]; American Psychiatric Association, 2000). The
impulsive and disruptive behaviors involved in conduct disorder may expose youth to
physical pain and cause them to witness the physical pain of others. These provocative
experiences, coupled with substance use disorders—another form of impulsive and poten-
tially painful behavior—may place youth on a trajectory toward an acquired capability
for lethal self-injury by engaging processes of habituation to physical pain and accompa-
nying fear.

Research also suggests that even young children may begin to habituate to painful
experiences through the experience of physical and sexual abuse, thereby acquiring the
capability for suicidal behavior. Rosenthal and Rosenthal (1984) compared a group of
preschool children who had engaged in suicidal behavior with a group of preschool chil-
dren with behavioral problems (who had not engaged in suicidal behavior). The suicidal
children had more often been abused by parents. Joiner et al. (2007) found that both
childhood physical abuse and childhood sexual abuse predicted greater number of life-
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time suicide attempts, while controlling for such factors as age, gender, psychiatric his-
tory, and family psychiatric history. Brown et al. (1999) found that the risk for multiple
suicide attempts was found to be eight times higher for individuals with a history of
childhood sexual abuse. Rosenthal and Rosenthal (1984) found that a majority of the
suicidal children in their sample did not cry after being physically injured. This suggests
that these children may have acquired increased pain tolerance through such experiences
as abuse, thus making them more vulnerable to suicidal behavior.

Research indicates that feelings of thwarted belongingness may play a role in the eti-
ology of youth suicide, as hypothesized by the interpersonal–psychological theory. The
definition of the construct of thwarted belongingness used in the interpersonal–psycho-
logical theory was put forth by Baumeister and Leary (1995): To fully satisfy the need to
belong, an individual must frequently have positive interactions with others and feel
cared about by others. Individuals whose social interactions are predominantly unpleas-
ant, unstable, infrequent, or lacking face-to-face contact, as well as individuals who do
not feel connected to others or cared about by others, are likely to experience thwarted
belongingness.

One source of thwarted belongingness in youth may be the experience of peer rejec-
tion, which has been indicated in the development of loneliness (Cassidy & Asher, 1992;
Crick & Ladd, 1993; Parkhurst & Asher, 1992). In a test of the interpersonal-
psychological theory, Van Orden and Joiner (2005) found that loneliness and thwarted
belongingness are highly related, but distinct constructs, and suggest that loneliness may
be one component of thwarted belongingness. In this study, both loneliness and a mea-
sure of thwarted belongingness predicted suicidal ideation. The association between lone-
liness and suicide has been reported by numerous research groups (Bonner & Rich, 1987;
Dieserud, Roysamb, Ekeberg, & Kraft, 2001; Koivumaa-Honkanen et al., 2001; Roberts,
Roberts, & Chen, 1988; Stravynski & Boyer, 2001; Waern, Rubenowitz, & Wilhelmson,
2003). These data suggest that peer rejection in youth that leads to loneliness may be a
risk factor for thwarted belongingness and suicidal desire. For example, loss of friends
after disclosing one’s sexual orientation is a strong predictor of suicide among gay, les-
bian, and bisexual youth (Hershberger, Pilkington, & D’Augelli, 1997). A loss of friends
through rejection may meet both criteria for a thwarted need to belong—a lack of posi-
tive interactions and not feeling cared about—making this form of rejection especially
pernicious in regard to suicide. Finally, an increased level of parental involvement with
children—which is likely to foster belongingness—has been found to serve as a protective
factor against adolescent suicide attempts (Flouri & Buchanan, 2001). The studies pre-
sented above are consistent with the hypothesis of the interpersonal–psychological theory
that the absence of belongingness may function as a risk factor for suicide in youth, and
the presence of belongingness may function as a protective factor against suicide in
youth.

Research also suggests that perceived burdensomeness may play a role in the etiology
of youth suicide. For example, research has shown that members of families of suicidal
children have often expressed to a child (directly or indirectly) that they feel he or she is a
burden on the family and is unwanted. Sabbath (1969) described the “expendable child”
construct as a “parental wish, conscious or unconscious, spoken or unspoken, that the
child interprets as their [the parents’] desire to be rid of him, for him to die” (pp. 272–
273). Woznica and Shapiro (1990) examined 20 adolescent outpatients who had a his-
tory of suicide attempts and/or were rated by psychotherapists as having a high degree of
suicidal ideation, and 20 controls who had been treated with psychotherapy but had
never attempted suicide and had no suicidal ideation, and found that the adolescents with
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a history of suicide attempts scored higher on a measure of perceived expendability. Fur-
ther evidence for perceived burdensomeness in children and adolescents can be seen in
higher rates of depression among children who exhibit deficits in social and academic
competence (Cole, 1990, 1991).

RISK ASSESSMENT

The assessment of suicide risk in children in particular (and in adolescents to some
degree) presents the clinician with some uniquely challenging issues. Younger children
(i.e., those under age 12) may have difficulty in being able to verbalize their suicide intent
(Pfeffer, 2003). Thus, it is critical that the clinician conduct a multi-informant (e.g., par-
ents, teachers, friends, siblings) assessment in order to ascertain the severity of the child’s
suicidal intent. In addition, the use of a clinician-administered interview rather than a
self-report measure enables the clinician to be more flexible in explaining suicide-related
constructs to younger children (Allan, Kashani, Dahlmeier, Taghizadeh, & Reid, 1997).
The use of one such interview, the Scale for Suicide Ideation (Beck, Kovacs, & Weissman,
1979), has been validated in both adolescent and child inpatients (Allan et al., 1997;
Steer, Kumar, & Beck, 1993).

Several self-report measures have recently been validated as well. For a more detailed
review of validated measures of suicide risk in children and adolescents, see Pfeffer, Jiang,
and Kakuma (2000) as well as Shaffer and Pfeffer (2001). An example is the Child–
Adolescent Suicide Potential Index (CASPI), which has been validated for use in children
and adolescents between the ages of 8 and 17 (Pfeffer et al., 2000). A CASPI cutoff score
of 11 showed adequate (although certainly not optimal) sensitivity (70%) and specificity
(65%) in the identification of children or adolescents who had experienced either suicidal
ideation or a suicide attempt within the past 6 months. The authors note that the CASPI
can be utilized as a screening measure in community samples, but owing to the likely high
number of false positives, further screening methods (e.g., interview) should be conducted
once those at high risk are identified.

Although some children may not understand that death is final, Pfeffer (2003)
emphasizes the importance of taking suicide threats in children seriously. For example,
some children do not understand that certain suicidal acts are very likely to be lethal (e.g.,
jumping from the sixth floor of a building), and they make statements indicating that
they expect to be taken to the doctor’s office afterward to be healed (Pfeffer, 2003;
Rosenthal & Rosenthal, 1984). If a child endorses a plan for suicide that is objectively
lethal, clinicians should respond accordingly, regardless of the child’s understanding of
the finality of the act. Conversely, some acts that would not be objectively lethal (e.g.,
taking two aspirins) may be believed to be so by younger children. Pfeffer (2003) encour-
ages clinicians to take such plans seriously so that intervention efforts can prevent future,
more pernicious suicide attempts.

Joiner et al. (1999) developed the Suicide Assessment Decision Tree, a suicide risk
assessment framework that illustrates one way to incorporate the components of the
interpersonal–psychological theory into a standardized procedure for managing suicidal
clients (for a detailed account of the procedures, see Cukrowicz, Wingate, Driscoll, &
Joiner, 2004). Levels of risk vary from nonexistent, which is categorized by a lack of sui-
cidal symptoms, to extreme, which indicates imminent risk for suicidal behavior. This
framework considers previous suicidal behavior, current suicidal symptoms, and related
domains with empirically demonstrated relationships with suicidal behavior (e.g., precip-
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itant stressors, Axis I and II symptomatology, presence of hopelessness). In the frame-
work, past suicidal behavior is used to “weight” information about current suicidal
symptoms. Individuals with multiple attempts are designated at higher risk than other
individuals because research has demonstrated empirical differences between single and
multiple attempters on key suicide-related variables, including likelihood of future suicide
completions. Because of the increased likelihood that multiple attempters have acquired
the ability to accomplish lethal self-injury, for individuals who have attempted suicide
multiple times, any other significant finding in the assessment constitutes at least moder-
ate risk.

In addition to ascertaining the number of previous attempts, acquired capability is
assessed in the Decision Tree by measuring levels of resolved plans and preparation for
suicide, current level of impulsivity, history of drug abuse, and history of physical or sex-
ual abuse (Stellrecht et al., 2006). The “resolved plans and preparations” factor is a
group of suicidal symptoms that involves preparatory behaviors for suicide (e.g., specific-
ity of a plan for attempt and having made preparations for an attempt), as well as cour-
age and intention for suicidal behaviors (e.g., availability of means and perceived compe-
tence for an attempt). These symptoms have been found to be empirically distinct from
symptoms such as a wish to die and frequency of ideation, which involve the “suicidal
desire and ideation” factor (Joiner, Rudd, & Rajab, 1997). Youth who endorse symptoms
of resolved plans and preparations may be farther along the trajectory for an acquired
capability and thus may be more likely to engage in suicidal behavior, as compared with
youth who exhibit only symptoms of suicidal desire and ideation. However, this factor
structure of suicidal symptoms has not been replicated in youth samples. For example,
Allan et al. (1997) found an “active” and a “passive” factor on the Scale for Suicide Idea-
tion (Beck et al., 1979) in a sample of children and adolescents, rather than the “resolved
plans and preparations” and “suicidal desire and ideation” factors. Thus, further
research is needed on the factor space of suicidal symptoms in youth (i.e., how symptoms
“hang together”) in order to best inform risk assessment of suicidal youth.

Stellrecht et al. (2006) emphasize the importance of assessing the constructs of
thwarted belongingness and perceived burdensomeness in adults in order to determine
suicide risk with adults. We propose that the same considerations should apply in the risk
assessment of children. According to the interpersonal–psychological theory, the presence
of thwarted belongingness, perceived burdensomeness, and acquired capability for sui-
cide dramatically increase a child’s risk for suicide, as compared with any of these risk
factors alone. How might thwarted belongingness and perceived burdensomeness be
expressed in children? In the preceding discussion we described research on peer rejection
in youth and how that experience may contribute to thwarted belongingness. In addition,
there is a wide body of research that demonstrates a relationship between lack of family
cohesion and suicide risk in children (e.g., Asarnow, Carlson, & Guthrie, 1987; Gould,
Fisher, Parides, Flory, & Shaffer, 1996; Morano, Cisler, & Lemerond, 1993). Indeed,
among children, lack of family support has been shown to be a more important predictor
of suicide risk than lack of other types of social support (Morano et al., 1993). It may
very well be that one reason for the lower prevalence of suicide in children is their greater
sense of belonging, owing to their higher likelihood of living in a group of people (i.e., a
family). When this sense of belonging is thwarted, such as in the case of children placed in
out-of-home treatment programs, suicide attempt rates are dramatically higher (Ringle &
Larzelere, 2001). Clinicians should therefore evaluate the state of the child/adolescent’s
social network, placing particular emphasis on the family. In order to assess for per-
ceptions of burdensomeness, a clinician should inquire about a child’s feeling of
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expendability in the context of his or her family. The Expendable Child Measure
(Woznica & Shapiro, 1990) has been validated for use in outpatient adolescents and can
be utilized to assess the construct of burdensomeness.

An additional correlate of suicidal behavior among children/adolescents is the expe-
rience of child abuse or neglect (Deykin, Alpert, & McNamarra, 1985; Brent & Mann,
2003). Child abuse and neglect may be an especially pernicious risk factor for suicide in
youth because it may place youth at risk for all three components of the interpersonal–
psychological theory—thwarted belongingness, perceived burdensomeness, and an ac-
quired capability for lethal self-injury.

CRISIS INTERVENTION

Youth presenting with signs of acute risk for suicide are said to be experiencing suicidal
crises. Crisis intervention strategies can be used to prevent youth from utilizing their
capabilities for suicide and can be used to treat symptomatic manifestations of an
acquired capability, such as severe symptoms of resolved plans and preparation. In this
section, we briefly discuss the following strategies: hospitalization, removal of means for
suicide, utilizing parents as monitors of the young person’s behavior, and education about
emergency mental health services.

Clinicians utilizing the Joiner et al. (1999) risk assessment procedure should consider
hospitalization for youth in the midst of suicidal crises with risks that are categorized as
severe or extreme. The imminence of risk must be considered, as well as the availability
and willingness of parents or guardians to watch the youth and keep him or her safe at
home. Shaffer and Pfeffer (2001) suggest that the following diagnostic features indicate
the need for hospitalization in youth: major depressive disorder with psychotic features,
rapid cycling with irritability and impulsivity, psychosis with command hallucinations,
and alcohol or substance abuse. Youth with risk categorizations of severe or extreme
must never be left alone: Parents must accompany and monitor these youth at all times.
Parents should be given a rationale for the necessity of this precaution and helped to
problem solve obstacles that could interfere. Clinicians should also meet with parents to
ensure that firearms, lethal medications, or any means for suicide are removed from the
home, or at the very least, inaccessible to the youth (Shaffer & Pfeffer, 2001). Research
suggests that an explicit discussion of this precaution with parents is necessary to ensure
that it is implemented (McManus et al., 1997). Shaffer and Pfeffer (2001) provide four
steps that must be taken before a young person who has attempted suicide can be dis-
charged from a hospital: (1) The patient and family must be given information about the
dangerousness of the use of drugs and alcohol, because those substances can have disin-
hibiting effects on behavior; (2) firearms and lethal medications must be removed or
effectively secured; (3) a supportive person must be present at home; and (4) a follow-up
appointment must be scheduled.

Rudd, Mandrusiak, and Joiner (2006) reviewed the literature on the use of no-
suicide contracts and suggest that empirical support for the efficacy of this intervention is
lacking. They propose the use of commitment to treatment statements as an alternative.
This involves an agreement between a clinician and patient on what the patient should
do, versus what he or she should not do. Contracts can specify the roles, obligations, and
expectations of both the patient and the clinician, including the expectation of open and
honest communication about treatment (including the presence and nature of suicidal
symptoms), as well as the expectation that emergency services will be accessed during
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periods of crisis. Rotheram-Borus et al. (1996) present findings that suggest that commit-
ment to treatment statements may be effective in increasing compliance with treatment
for suicidal youth. They describe an intervention for adolescents presenting at an emer-
gency room after an attempt: The youth and his or her family were shown a video to
increase understanding of adolescent suicidal behavior and how it is treated. A family
therapy session was also held with a crisis therapist, who created a safety plan for the
adolescent and provided case management services for the family and the follow-up treat-
ment provider. This intervention increased compliance with attendance at the first outpa-
tient therapy session. For suicidal youth, parents must be included in the creation and
implementation of a commitment to treatment statement. When creating the statement,
clinicians should work with the parents and the youth to devise a specific crisis plan,
including guidance on when to utilize emergency mental health treatment. The parents
and the youth should also be made aware of national and local crisis hotlines (e.g., 1-
800-273-TALK).

For youth not requiring immediate hospitalization (or once a youth is hospitalized
and partially stabilized), crisis intervention efforts should focus on alleviating feelings of
thwarted belongingness and perceived burdensomeness (as opposed to the acquired capa-
bility for suicide), as these are likely to be the most malleable (Joiner, 2005). Although it
will most likely not be possible to completely eliminate the experience of thwarted
belongingness and perceived burdensomeness, there are techniques that can be used to
“take the edge off” for the patient in crisis. The interpersonal–psychological theory pro-
poses that if an individual experiences feelings of connection with others or effectiveness,
he or she will not attempt suicide. Using basic principles of cognitive-behavioral therapy
(CBT), the therapist can challenge the child’s or adolescents’ beliefs that he or she is dis-
connected from others, unwanted, and/or ineffective. It is important to concentrate not
only on the child’s current state of belonging/competence, but also on his or her past
experiences. If possible, the family of the child/adolescent should be engaged in this pro-
cess and encouraged to openly express the importance of their relationship with the indi-
vidual in crisis.

The creation of a crisis card, the goal of which is to list helpful activities to be used
when an individual is faced with a suicidal crisis, can be helpful as well (Joiner, 2005;
Stellrecht et al., 2006). This should be done in a collaborative fashion, with the child/ado-
lescent taking an active role in determining what should be included on the card. It is use-
ful to include activities that will actively combat feelings of thwarted belongingness and
perceived burdensomeness (e.g., playing a game with a sibling; recalling times when he or
she was helpful to his or her family). For children younger than 7, it may be preferable to
use drawings and pictures to represent activities on the crisis card. Chronically suicidal
children and adolescents should also be encouraged to engage in enjoyable activities that
have a high potential of fostering feelings of connection and effectiveness, such as partici-
pation in school activities.

PSYCHOTHERAPY

The AACAP’s practice parameters for the assessment and treatment of children and ado-
lescents with suicidal behavior indicate the following treatment modalities as “options”:
CBT, interpersonal psychotherapy for adolescents (IPT-A), DBT, psychodynamic therapy,
and family therapy (Shaffer & Pfeffer, 2001). The parameters do not recommend a par-
ticular treatment, because of insufficient empirical evidence. Macgowan (2004) reviewed
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the literature on psychosocial treatments for youth suicidal behavior (i.e., all non-
pharmacological treatments targeted at individuals 18 years old and younger) and con-
cluded that, of 10 treatments, no current treatments for youth suicidal behavior meet
the American Psychological Association’s Division 12 Task Force’s criteria for “well-
established treatments.” These criteria are outlined by Chambless and Hollon (1998).
Two treatments met the criteria for “probably efficacious”: developmental group psycho-
therapy (Wood, Trainor, Rothwell, Moore, & Harrington, 2001) and family communica-
tion and problem solving (Harrington et al., 1998).

Developmental group psychotherapy involves group sessions with youth who had
engaged in self-harm in the past year. The treatment includes elements of many therapies,
including CBT, DBT, problem solving, and psychodynamic group psychotherapy. Youth
randomly assigned to developmental group psychotherapy were found to have signifi-
cantly lower risk for a future episode of deliberate self-harm, as compared with those
assigned to “routine care” (e.g., family sessions, nonspecific counseling, and psychotropic
mediation). Family communication and problem solving involves family sessions with the
youth (in the study, these youth had deliberately poisoned themselves) in the youth’s
home. This treatment significantly reduced suicidal ideation as compared with routine
care (e.g., psychiatric consultations), but only in youth without major depression. We
identified an additional study published after 2004 (Donaldson, Spirito, & Esposito-
Smythers, 2005); however, this treatment (a skills-based treatment) did not produce
greater decreases in suicidal ideation and depression in adolescent suicide attempters than
a supportive relationship treatment group.

Other studies in Macgowan’s (2004) review, although not meeting the stringent
Chambless and Hollon (1998) criteria, are nonetheless suggestive of treatment effective-
ness and point to future directions for treatment development and testing. Significant
decreases in suicide attempts and deliberate self-harm were found in two studies
(Gutstein & Rudd, 1990; Wood et al., 2001), and nonsignificant decreases were found in
four others (Cotgrove, Zirinsky, Black, & Weston, 1995; Deykin & Buka, 1994; Rathus
& Miller, 2002; Rotheram-Borus, Piacentini, Cantwell, Berlin, & Song, 2000). Reduction
in suicidal ideation or threats were found in five studies (Brent et al., 1997; Greenfield,
Larson, Hechtman, Rousseau, & Platt, 2002; Gutstein & Rudd, 1990; Rathus & Miller,
2002; Rotheram-Borus et al., 2000). Most treatments with positive effects involved a
form of CBT and many included family involvement, which suggests that these compo-
nents should be the focus of future research on youth suicidal behavior and that current
treatments with these components are the current treatments of choice. Thus, we next
briefly discuss CBT with suicidal youth and an example of treatment with family involve-
ment (DBT with adolescents).

The efficacy of CBT in the treatment of major depressive disorder is well established
(e.g., Butler & Beck, 2000). Rudd, Joiner, and Rajab (2004) have documented that cogni-
tive therapy is the leading treatment for suicidal behavior. CBT has also been found to be
efficacious in the treatment of depression in youth (see, e.g., TADS Team, 2004). Brent et
al. (1997) revised Beck’s approach (Beck, Rush, Shaw, & Emery, 1979) for use with
depressed adolescents. The treatment involves 12–16 weekly sessions (plus booster ses-
sions) in which the adolescent and therapist work collaboratively to identify and restruc-
ture negative automatic thoughts, maladaptive assumptions, and core beliefs relevant to
depression. Both the adolescent and his or her parents are given psychoeducation on
mood disorders and treatment. This modification of CBT was as effective as systemic
family therapy and nondirective supportive therapy in the reduction of suicidal ideation.
Rudd et al. (2004) provide a detailed guide to the treatment of suicidal behavior using
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CBT techniques. Clients are taught problem-solving and distress tolerance skills in addi-
tion to cognitive restructuring skills. The cognitive restructuring skills are denoted by the
acronym ICARE: Clients are taught to identity suicidal ideation (and other relevant
thoughts), connect thoughts to cognitive distortion, assess the validity of the thoughts,
restructure the thoughts, and enact the new, more accurate and helpful thoughts.

Stellrecht et al. (2006) suggest that an integrative form of cognitive therapy, the
cognitive-behavioral analysis system of psychotherapy (CBASP; McCullough, 2003), may
be well suited for treating suicidal ideation because it challenges clients to be goal ori-
ented and planful in their approaches to problem solving and managing emotional dis-
tress. Clients are taught to identify discrete situations that are emotionally distressing and
then to identify their “desired outcome” (i.e., goal) for a situation. Thoughts and behav-
iors are evaluated by the client (with help from the therapist) as either “helpful” or “hurt-
ful” in terms of achieving the desired outcome. A goal in treatment is for clients to spon-
taneously utilize this goal-oriented approach “in the moment.” In doing so, clients
approach problems with a goal in mind and plan their actions to maximize chances of
achieving this goal. This form of CBT may allow clinicians to address all components of
the interpersonal–psychological theory: the impulsivity and lack of planfulness that
places individuals along a trajectory toward the acquired capability for lethal self-injury
can be addressed indirectly by encouraging a goal-oriented and problem-solving ap-
proach to emotional distress. In addition, cognitions related to themes of perceived
burdensomeness and thwarted belongingness can be directly targeted in treatment (as
helpful or hurtful thoughts).

Other treatments that utilize methods of CBT and target components of the
interpersonal–psychological theory may be effective as well. For example, although treat-
ment may not be able to directly alter the acquired capability component, skill deficits
and maladaptive behaviors that can serve to promote or maintain an acquired capability,
such as emotion regulation deficits, problem-solving deficits, and impulsive response
styles, are amenable to psychotherapy. Cognitive-behavioral treatments with an emphasis
on problem solving have been found to be effective in the treatment of suicidal behavior
in young adults (Rudd et al., 1996). Data suggest that this treatment worked by compen-
sating for skill deficits, specifically deficits in problem-solving skills (Wingate, Van
Orden, Joiner, Williams, & Rudd, 2005). A brief problem-solving intervention consisting
of a video focused on problem solving and coping styles was found to lead to more pro-
nounced initial drops in suicidal ideation in young adults, as compared with a control
condition consisting of a video on health-related issues (e.g., diet, exercise, and sleep hab-
its; Fitzpatrick, Witte, & Schmidt, 2005). This suggests that even a brief, nonspecific
problem-solving intervention may lead to reductions in suicidal symptoms.

DBT (Linehan, 1993) has shown potential in the treatment of suicidal adolescents,
especially those with borderline personality disorder, perhaps owing to its focus on reduc-
ing life-threatening behaviors and therapy-interfering behaviors. It may also provide sui-
cidal adolescents with beneficial skills, such as emotion regulation, mindfulness, interper-
sonal effectiveness, and distress tolerance, which can be used to increase their quality of
life. Miller and colleagues (1997) have developed a model of DBT specifically aimed at
treating suicidal adolescents. In this adaptation of DBT for suicidal adolescents, parents
attend a skills training group to facilitate family involvement in treatment and promote
generalization of skill usage. The treatment length was also shortened to facilitate treat-
ment compliance in adolescents. The treatment adaptation was tested in a quasi-
experimental study that compared DBT with treatment as usual for treating suicidal ado-
lescents with borderline features (Rathus & Miller, 2002). The results of this study
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showed that DBT significantly reduced suicidal ideation, general psychiatric problems,
and symptoms of borderline personality disorder, as compared with treatment as usual.
In a similar study, Miller and colleagues (2000) found that the behavioral skills taught in
DBT were effective in reducing borderline symptomatology, including impulsivity, in sui-
cidal adolescents.

Antidepressant medications have been found to be efficacious in the treatment of
depression in youth. For example, the TADS Team (2004) found that fluoxetine com-
bined with CBT was more efficacious in the reduction of depressive symptoms than either
CBT alone or fluoxetine alone, suggesting a role for pharmacotherapy in the treatment of
depression in youth. However, the public health advisory issued by the Food and Drug
Administration (FDA) in October 2004 on the potential danger of worsening depressive
symptoms and suicidality in patients treated with antidepressants (U.S. Food and Drug
Administration, 2004) alerted the field to potential safety issues related to the prescrip-
tion of antidepressants in youth. Numerous studies have since been conducted on the
safety profile of antidepressants in youth. Some studies have not found statistically signif-
icant higher levels of suicidal symptoms in youth prescribed antidepressants (e.g., Valuck,
Libby, Sills, Giese, & Allen, 2004), suggesting that antidepressants do not increase risk
for suicidal behaviors, whereas others did find such differences (e.g., Wohlfarth et al.,
2005). Bostwick (2006) explored potential mechanisms for increases in suicidal behavior
in children treated with antidepressants, including the presence of psychomotor agitation
(a side effect of akathisia). He suggests that if vulnerability exists, it is most likely to
occur in the first few weeks after beginning medication and that the longer youth take
antidepressants, the lower their risk for suicide. Thus, he calls for increased monitoring of
youth, especially in the initial weeks after beginning a prescription, as well as clear com-
munication with youth and parents that they must contact the physician at the first signs
of any troublesome changes in mood or behavior (also see Brent, 2004).

PREVENTION

The AACAP’s practice parameters (Shaffer & Pfeffer, 2001) outlines approaches to sui-
cide prevention. First, crisis hotlines should be available to individuals experiencing a sui-
cidal crisis. Second, reducing the availability or accessibility of means for suicide may
decrease the number of suicide attempts. Research on crisis hotlines is limited and has not
demonstrated that they reduce suicidal behavior. Research on the effectiveness of method
restriction has been mixed, with some researchers suggesting a preventative effect, such as
with barriers on bridges (Beautrais, 2001), and others suggesting no effect, such as with
gun security laws that restrict access to firearms (Cummings, Grossman, Rivara, &
Koepsell, 1997). Both prevention methods merit further research. The interpersonal–
psychological theory allows us to predict that crisis hotlines may be effective by decreas-
ing perceptions of thwarted belongingness and that method restriction may be effective
by preventing individuals from acting on acquired capabilities for suicide.

Third, the AACAP practice parameters suggest that gatekeeper training through edu-
cation about warning signs may also be an avenue for prevention. Gatekeeper training
involves educating laypersons in direct contact with youth (e.g., teachers, parents, clergy,
and peers) about warning signs for suicide so that the gatekeepers can refer these youth to
mental health professionals. Classes for high school students about suicide have not been
found to increase help-seeking behavior (see, e.g., Shaffer, Garland, Vieland, Underwood,
& Busner, 1991) and may increase distress in adolescents with a history of suicidal behav-
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ior (Shaffer, Vieland, Garland, Rojas, Underwood, & Busner, 1990). However, it is
unclear from these studies as to what specific content caused distress. Two experimental
studies involving the presentation of the AAS set of warning signs (listed in Figure 18.1)
failed to find an effect of negative mood resulting from exposure to the warning signs
(Rudd, Mandrusiak, et al., 2006; Van Orden et al., 2006). We suggest that the impact of
straightforward presentations of warning signs for suicide, in combination with informa-
tion on how to seek help, is an important area for future research on suicide prevention in
youth.

Finally, the AACAP practice parameters suggest that screening 15- to 19-year-olds
(the age group at greatest risk for attempts) for suicidal symptoms is a potentially effec-
tive method of suicide prevention. Obtaining information about past suicide attempts,
current suicidal symptoms, depression, and alcohol and substance use is recommended.
Preliminary research has demonstrated that school-wide screening for suicide risk can be
efficacious in the prevention of suicide (Reynolds, 1991; Shaffer & Craft, 1999). How-
ever, school officials are often hesitant to do such screening because they believe that ask-
ing about suicide will encourage youth to engage in suicidal behavior (Miller, Eckert,
DuPaul, & White, 1999). A randomized controlled trial of the effect of youth screening
for suicide on suicidal behavior did not find iatrogenic effects of screening (Gould et al.,
2005). The researchers concluded that screening for suicide in youth is a safe component
of prevention programs.

FUTURE DIRECTIONS

Our review of empirical literature on suicidal behavior in youth indicates that psycho-
pathology, past suicide attempts, hopelessness, mental pain, lack of family support, and
feelings of expendability are robust predictors of suicidal behavior in youth. Given the
association between depression and suicide in youth (American Academy of Child and
Adolescent Psychiatry, 1998; Wagner, 2003), these data can inform our understanding of
the causes, treatment, and prevention of depression in youth.

Our review suggests several future directions for research on suicidal behavior in
youth. The factor space of suicidal symptoms in children and adolescents has not been
adequately described. Work in this area could provide insights into suicidal symptoms
that may indicate relatively more severe or imminent risk. Research on warning signs for
suicidal crises has not yet been conducted specifically with youth. Work in this area could
also aid risk assessment, as well as prevention efforts. Additional research is also needed
to determine safe and efficacious methods of teaching youth, parents, and teachers about
warning signs for suicide. Most research on suicidal behavior has focused on either youth
or adults. We suggest that a developmental psychopathology framework in which
developmental considerations are an explicit component of a theory may yield more
generalizable data as well as provide greater insights into the etiology of suicidal behav-
ior. This research could explore developmental factors relevant to suicidal symptoms and
how these symptoms are experienced and expressed over the lifespan. Finally, the most
common components of the effective treatments for suicidal behavior reviewed above
were CBT techniques and family involvement. Additional research is needed on the treat-
ment of suicidal symptoms in youth, as well as on mechanisms that explain treatment
gains. Miller and colleagues’ (1997) adaptation of DBT for adolescents includes both
CBT techniques and family involvement and thus represents a promising avenue for
future research. We suggest that theory-driven research on the causes and treatment of
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suicidal behavior is an approach likely to provide useful information for the treatment
and prevention of suicidal behavior in youth.
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19 Child Abuse and Neglect
and the Development
of Depression in Children
and Adolescents

Kate L. Harkness and Margaret N. Lumley

According to the United States Department of Health and Human Ser-
vices, 50,000 reports of suspected child abuse or neglect are made to child protective ser-
vices agencies throughout the United States each week (U.S. Department of Health and
Human Services, 2005). In 2003, 2.9 million reports concerning the welfare of approxi-
mately 5.5 million children were made. Investigations resulted from approximately two-
thirds of these cases, and, from these investigations, 1.9 million cases were substantiated.
That is, an average of more than 5,200 children per day were found to be the victims of
abuse and neglect. Approximately 1,500 children died as a result of abuse or neglect in
2003, an average of nearly 4 children per day, with children under age 3 making up more
than 75% of these fatalities. The numbers cited are likely underestimates of the true prev-
alence of child abuse and neglect, as epidemiological studies suggest that close to two-
thirds of cases go unreported (London, Bruck, Ceci, & Shuman, 2005).

The experience of abuse is traumatic in and of itself. Even further, it places children
at risk for a number of negative outcomes in later life, including increased rates of sub-
stance abuse and dependence, delinquency, early pregnancy, school dropout, and unem-
ployment, as well as significant impairments in interpersonal relationships and physical
health that persist into adulthood (e.g., Cicchetti & Toth, 2005; Simpson & Miller,
2002). Despite the pervasiveness of child maltreatment and the clear link to a lifelong
pattern of dysfunction, researchers are still at a very early stage in understanding the
mechanisms that translate maltreatment into later psychopathology. Elucidating such
mechanisms is very important clinically: Understanding how a risk factor causes a partic-
ular disorder provides a clear target for intervention.
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The purpose of this chapter is to review the literature regarding the association
between child abuse and neglect and major depression in childhood and adolescence, and
to examine three theorized causal mechanisms underlying this association. Specifically,
we suggest that childhood adversity leads to major depression through its effects on (1)
the development of negative cognitive schemas, (2) the disruption of neural pathways
subserving the stress response, particularly the hypothalamic–pituitary–adrenal (HPA)
axis, and (3) the sensitization to stressful life events that trigger depression onset. We
argue further that these three mediating mechanisms are part of an integrated develop-
mental model of major depression etiology.

Before proceeding, a few caveats are in order. First, we acknowledge that child abuse
and neglect are associated with many pathological outcomes, such as substance depen-
dence (Simpson & Miller, 2002) and personality disorders (Battle et al., 2004). Indeed,
the breadth of their impact lends further urgency to research on their causes and conse-
quences. Our research focuses specifically on major depression in an attempt to reduce
the prevalence, and improve the treatment, of this devastating disorder. We believe that
the knowledge gained from this targeted analysis can be used along with that bearing on
other disorders to develop a broad-ranging model of risk associated with child maltreat-
ment. Second, child maltreatment is associated with a number of other mediators, such as
stress generation and disruptions in personality, emotion regulation, attachment, and
coping (see, e.g., Whiffen & MacIntosh, 2005). We see these processes as complementary
to those that we address in this chapter, and all could likely be integrated into a larger
patho-developmental model of major depression. However, for the sake of parsimony we
focus specifically on the mediating roles of cognitive schema development, HPA axis dys-
regulation, and stress sensitivity. We hope that researchers will take the ideas put forth
here and apply them to the study of additional variables.

THE ASSESSMENT OF CHILD ABUSE AND NEGLECT

The validity of research examining the relation of child abuse and neglect to depression
must be assessed within the context of the reliability and validity of the instruments
employed to measure maltreatment. Studies in this area typically rely on retrospective
self-reports and/or documented case records, such as Child Protective Services (CPS) or
police records. The primary advantage of public documents is that they circumvent mem-
ory inaccuracies and biases that exist with retrospective self-reports. Furthermore, they
are easily incorporated into prospective designs. That is, samples can be selected from
documented reports at, or near to, the time of occurrence and can then be followed to
assess longitudinal outcomes. The primary disadvantage of documented reports is that
many incidents of adversity are not identified by CPS and may not be noticed by, or
reported to, other sources. According to a recent review, the modal disclosure rate of
child sexual abuse is 33% (London et al., 2005). That is, two-thirds of adults who retro-
spectively report having been sexually abused as children did not disclose their abuse at
the time it occurred. Therefore, relying solely on documented reports may result in sam-
ples that are biased by other factors known to be associated with an increased likelihood
of reporting (e.g., low socioeconomic status and non-white ethnicity) and may miss many
cases of maltreatment.

Self-reports of adversity are assessed through either questionnaire or interview.
Questionnaires can be administered to large groups and are not labor-intensive, nor do
they require any expertise to administer. Questionnaires are also relatively anonymous,
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and thus individuals may be more willing to divulge details about societal taboos such as
incest (e.g., Dill, Chu, Grob, & Eisen, 1991). Yet the questions posed on questionnaires
are free to be (mis)interpreted in different ways by different people with no chance for
clarification. Moreover, the rating scales used on most questionnaires may be interpreted
differently by different people (e.g., “sometimes” may mean “twice” to one individual
and “20 times” to another).

Most researchers agree that interviews have important advantages over question-
naires, including the ability to stress the importance of honesty, the ability of the inter-
viewer to clarify questions and answers, and the possibility of collecting contextual infor-
mation about the adversity (e.g., Bifulco, Brown, & Harris, 1994). However, interviews
also demand a considerably greater investment of time and more expertise than question-
naires. Following an extensive review of the literature, Hardt and Rutter (2004) con-
cluded that far more important than method of administration (e.g., interview vs. ques-
tionnaire) is having a clearly defined construct of adversity, asking multiple questions
about the adversity, and avoiding vague language. For example, in a study reviewed
below, youths were asked to self-report adversity based on two yes/no questions,
“Have you ever been physically abused?” and “Have you ever been sexually abused?”
(Schraedly, Gotlib, & Hayward, 1999). These questions are very broad and easily open to
misinterpretation based on idiosyncratic notions of what constitutes “abuse.” Questions
with specific behavioral content are preferable (e.g., “Did an adult ever hit you with a
belt?”).

An important disadvantage of retrospective self-reports is that they are subject to
memory degradation and biases. For example, evidence suggests that adults free of psy-
chopathology may underreport documented abuse (see, e.g., Williams, 1994). Further-
more, mood-congruent recall biases are of particular concern when assessing for a history
of childhood adversity in depressed participants (Brewin, Andrews, & Gotlib, 1993). To
improve the validity of retrospective self-reports, researchers can compare self-reports
with official records or sibling reports (see, e.g., Bifulco, Brown, Lillie, & Jarvis, 1997;
Kendall-Tackett & Becker-Blease, 2004). In addition, researchers can structure their
questions so that they focus on specific behavioral indicators (e.g., “Prior to age 18, were
you spanked so forcefully that you sustained bruises or welts?”) as opposed to general
questions (e.g., “Prior to age 18, were you physically abused?”).

The latter issue is particularly important when assessing childhood experiences
that may not have clear-cut behavioral indicators (e.g., emotional neglect). The ques-
tion, “Were your emotional needs met as a child?”, for example, may provide informa-
tion regarding the respondent’s perception of the nurturance received from parents, but
does little to clarify what actually happened, whether what happened meets the investi-
gator’s operationalization of emotional neglect, and thus whether responses can be
compared across participants. An example of an interview that addresses this concern
is the Childhood Experience of Care and Abuse (CECA) interview (Bifulco et al.,
1994), which is based on the Bedford College contextual method of rating life experi-
ence. First, in this interview, respondents are given an opportunity to elaborate on their
experience, thus priming autobiographical memory. Second, the interview probes for
behavioral evidence to support respondents’ impressions (e.g., “What did he do or say
that makes you say that he was a ‘bad’ father?”). Third, these behavioral indicators,
and not the respondent’s perceptions, are used by raters blind to the respondent’s men-
tal health status to rate childhood experience based on a standardized rating system
with clear guidelines. In this way, “the distinction can be made between paren-
tal neglectful [or abusive] behavior and the child’s interpretation of such behavior
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(whether seen as neglectful or not) and report of the feelings evoked” (Bifulco et al.,
1994, p. 1420), thereby enhancing validity.

In summary, documented reports and self-reports of adversity have unique advan-
tages and disadvantages, and the choice of either type of report largely depends on the
research design. For example, documented records may be more appropriate with young
children, given the ethical issues related to mandatory reporting. In addition, self-reports
in young children may be very susceptible to suggestion, manipulation, and confabula-
tion, given the immaturity of children’s memory systems. In contrast, retrospective self-
reports may be more appropriate for late adolescent clients when youths are past the age
at which mandatory reporting is an issue. Furthermore, in very large national surveys,
gaining access to records, especially for abuse that may have occurred several years prior,
would be very laborious. The more important issue in these studies is that the questions
contained in the interviews be specific and behaviorally anchored.

CHILDHOOD ABUSE AND NEGLECT PREDICT MAJOR DEPRESSION

Substantial evidence from both cross-sectional and prospective studies suggests that child
abuse and neglect are strongly associated with depression in both childhood and adoles-
cence. The majority of these studies have been conducted with adolescent samples, but a
handful of reports from studies with children have emerged. Studies with children have
focused mainly on the relation of child maltreatment to depression symptoms, as assessed
by self- or parent report, whereas studies with adolescents have generally investigated the
prediction of the major depressive syndrome.

The Relation of Maltreatment to Depression in Children

In an early cross-sectional study of 81 children ages 7–12 with documented physical or
sexual abuse or neglect, Toth, Manly, and Cicchetti (1992) found that the maltreated
group scored significantly higher than a matched control group on measures of depres-
sion and significantly lower on self-esteem. Similarly, Lipovsky, Saunders, and Murphy
(1989) reported that a sample of 88 children (mean age = 11.2 years) with documented
sexual abuse reported higher parent- and self-rated depression symptoms, as assessed by
the Child Behavior Checklist (CBCL; Achenbach & Edelbrock, 1983) and the Children’s
Depression Inventory (CDI; Kovacs, 1985), than their nonabused siblings.

Prospective studies confirm the aforementioned relations. Tebbutt, Swanston, Oates,
and O’Toole (1997) followed a group of 84 children and early adolescents, ages 5–15,
with documented sexual abuse for 5 years. Relative to a matched control group, the
abused group had significantly higher depressive symptoms, as measured by the CBCL
and the Youth Self-Report (YSR; Achenbach, 1991) 5 years later, even after controlling
for other factors shown to predict depression, including family socioeconomic status,
number of parent changes, mother’s psychiatric history, and number of intervening life
events. Similarly, Éthier, Lemelin, and Lacharité (2004) followed 49 children (mean age =
4.5 years), recruited through CPS, for 6 years. These children were all victims of severe
emotional and/or material neglect. Children with chronic neglect over the longitudinal
period had significantly higher levels of depression and anxiety, as assessed by mothers’
reports on the CBCL, than those with transitory neglect.

The results of the latter study by Éthier and colleagues are consistent with a number
of studies suggesting that chronic maltreatment has a stronger effect on depression than
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transitory abuse. For example, Thornberry, Ireland, and Smith (2001) assessed a sample
of 738 12-year-olds every 6 months for 5 years. Abuse and neglect were documented
through CPS records. They found that maltreatment that persisted from childhood
through adolescence was a stronger predictor of internalizing and externalizing problems,
as assessed by the CBCL, than was maltreatment experienced during childhood only. It is
interesting to note that maltreatment that was experienced in adolescence only was an
equally strong predictor of symptoms as chronic maltreatment, and was the only signifi-
cant predictor of depressive symptoms (odds ratio = 2.62; Thornberry et al., 2001). Addi-
tional studies have confirmed this result, finding that child abuse and neglect have a sig-
nificantly stronger relation to depression when experienced in adolescence than when
experienced only in childhood (Feiring, Taska, & Lewis, 1999; Tebbutt et al., 1997).

The Relation of Maltreatment to Depression in Adolescents

The research cited above suggests that adolescence is a key developmental period during
which maltreatment exerts its pathological effects. Adolescence is also a crucial period in
the development of major depression. Point prevalence rates of major depression are
approximately four times higher in adolescence than in childhood, and by adolescence,
lifetime prevalence rates of major depression are comparable to those seen in adults
(Birmaher et al., 1996). The profound developmental changes occurring in adolescence
may account for these epidemiological trends, including, among others, changes in brain
maturation and hormonal development, disruptions in socioemotional regulation and
attachment patterns, and consolidation of cognitive schemas. Given the amount of “nor-
mal dysfunction” associated with the adolescent transition, it is not surprising that trau-
ma occurring during this period is associated with severe and long-lasting effects.

There have now been several large-scale studies of the relation between child abuse
and neglect and depression in adolescence, and the results of these are summarized in
Table 19.1. All of these studies employed very large, and sometimes nationally represen-
tative, samples. All consistently document a strong relation between a history of child
abuse and neglect and depression in adolescence. For example, Schraedley, Gotlib, and
Hayward (1999), in a very large sample of 6,943 adolescents, found that those with a his-
tory of physical abuse were more than three times as likely to score high on the CDI, and
those with sexual abuse were more than four times as likely to be in the high-depression
range than those without this history. Of some interest is that boys with sexual abuse
scored significantly higher on the CDI than girls, whereas no sex difference emerged
among those with a history of physical abuse. However, this study suffered from very
vague definitions of abuse, which may have led to an inflated association of abuse with
depression if depressed individuals were biased to retrospectively label their experiences
as “abuse.”

A similarly strong relation of physical and sexual abuse to depression emerged in a
study by Silverman, Reinherz, and Giaconia (1996): Girls who reported physical or sex-
ual abuse prior to age 16 scored significantly higher on the CDI and YSR at age 15 than
those without this history and were more than five times more likely to report a major
depressive episode in the past year at age 21. Boys with a history of physical abuse were
also more than five times more likely to report a major depressive episode at age 21,
whereas no significant differences emerged between boys with, versus without, a history
of physical abuse in CDI or YSQ depression scores at age 15. (There were too few boys
who reported a history of sexual abuse in this study to examine the relation of sexual
abuse to outcome separately for boys). However, again, physical and sexual abuse were
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defined on the basis of only two questions: “At any time in your life were you physically
abused (sexually abused)?” These questions leave room for misinterpretation and, in par-
ticular, may be interpreted differently among those with, versus without, depression.

Despite the limitations in the assessment of child abuse, the results of the two studies
cited above were replicated in a number of subsequent studies that employed more rigor-
ous assessment methods. Brown, Cohen, Johnson, and Smailes (1999) reported odds
ratios ranging from 2.37 to 3.17 relating a lifetime history of physical abuse, sexual
abuse, and neglect to a diagnosis of major depression in adolescence or young adulthood
in a sample of 776 young adults. Child maltreatment was officially documented and then
supplemented with self-reports. Furthermore, these results held even after controlling for
age, sex, and a host of other “contextual factors” previously associated with both mal-
treatment and depression (e.g., sex, ethnicity, socioeconomic status, difficult childhood
temperament, low maternal education, single parenthood).

Moreover, Kilpatrick et al. (2003), in a very large sample of 4,023 adolescents,
found that youths with a history of physical or sexual abuse were more than two to three
times as likely as those without such a history to have received a diagnosis of major
depression in the past year. A finding of maltreatment in this study was based on a rigor-
ous interview that included clear questions focused on particular abuse behaviors. These
relations held even after controlling for gender, age, race, and family substance abuse. It is
interesting to note that in a subsequent report, using a subsample of 548 youths from the
aforementioned sample who met the criteria for major depression, Danielson, de
Arellano, Kilpatrick, Saunders, and Resnick (2005) found that a history of both physical
and sexual abuse, or sexual abuse alone, was associated with a more severe depression.
Specific symptoms most strongly associated with abuse included guilt, thoughts of death
or hurting oneself, appetite change, and sleep disturbance.

Even higher odds ratios were reported by Fergusson, Horwood, and Lynskey (1996)
in their investigation of the relation of specific forms of child sexual abuse, as assessed by
a detailed 2-hour interview, to major depression. Sexual abuse involving no contact, con-
tact (but no intercourse), or intercourse was related to a 3.6- to 5.4-fold increase in the
risk of major depression in late adolescence, even after controlling for a large number of
prospectively measured “childhood and family factors” (e.g., socioeconomic status,
changes of parents, parental conflict, parental attachment, family functioning, parental
mental health). The larger odds ratios found in this study may be due to the increased
specificity of the sexual abuse assessment, as well as the focus on a relatively circum-
scribed period of time for depression onset in late adolescence, when incidences of major
depression are higher than in earlier adolescence. Finally, the results of these studies were
confirmed in a further prospective report that included a detailed and lengthy abuse inter-
view (Boney-McCoy & Finkelhor, 1996). Specifically, physical and sexual abuse assessed
during a 15-month period in adolescence prospectively predicted the diagnosis of past-
month major depression assessed at the end of the 15-month study period, even after con-
trolling for Time 1 quality of the parent–child relationship, age, single parenthood,
parental education status, community size, and race.

As reviewed above, Thornberry et al. (2001) found evidence that maltreatment expe-
rienced in adolescence had a stronger effect on later depression than maltreatment experi-
enced in childhood only. This study also found relatively specific effects for maltreatment.
In particular, physical abuse and neglect experienced in adolescence significantly pre-
dicted early adolescent depression outcomes, whereas sexual abuse did not.

In summary, the studies cited above provide compelling evidence for a strong associ-
ation between a history of physical abuse, sexual abuse, or neglect and the development
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of depression symptoms, as well as the major depression syndrome, in adolescence. These
studies employed samples of youths spanning the entire adolescent age range, drawn
from diverse geographical regions, and relied on diverse assessments of child maltreat-
ment and depression. A history of abuse and/or neglect was associated with a two- to
five-fold increase in the risk of depression, even after controlling for a host of demo-
graphic and family contextual factors known to be associated with depression onset in
this age group. As stated previously, the majority of adults with major depression have
their first onset as adolescents, suggesting that maltreatment may be a risk factor for a
lifelong course of dysfunction that has its onset in adolescence.

Specificity of Adversity

The evidence reviewed above suggests that childhood adversity places children and ado-
lescents at risk for depression. However, it is unclear whether different forms of adversity
(e.g., physical abuse vs. sexual abuse vs. emotional abuse/neglect) confer differential risk.
The results reported in Table 19.1 suggest that physical abuse, neglect, and, in all but one
case, sexual abuse are all associated with strong and significant effects in the prediction of
depression in adolescence. However, these different forms of maltreatment often co-
occur, and thus multivariate analyses are required to more conclusively determine the
unique risk conferred by each form of adversity, controlling for all other forms.

A few research groups have taken such a multivariate approach in investigating the
relation of child maltreatment to depression in adults. Two of these groups have found
evidence in undergraduate samples that emotional abuse is more specifically associated
with depression symptoms and the diagnosis of depression than physical or sexual abuse
(Gibb et al., 2001; Hankin, 2005). In a sample of adult women with major depression,
we reported that sexual abuse was specifically associated with comorbid anxiety (post-
traumatic stress disorder [PTSD] or panic disorder), whereas, interestingly, both emo-
tional and physical abuse were specifically associated with a pure and chronic depression
presentation (Harkness & Wildes, 2002). The issue of specificity is an important question
for future research in the area of child and adolescent depression. Demonstrating such
fine-grained relationships between types of adversity and the development of symptoms
may provide important clues to the etiological and pathological mechanisms in major
depression, as well as aid in the development of more well-informed and specifically
geared intervention strategies.

Contextual Factors

Individual differences in the nature of maltreatment, and in the characteristics of the vic-
tims, moderate the effect of child abuse and neglect on depression. Features of such abuse
that have been consistently found to predict more severe outcomes include (1) higher
severity, involving a greater use of force and higher likelihood of injury, or, in the case of
sexual abuse, use of penetration (see, e.g., Fergusson et al., 1996), (2) a closer relation-
ship of the perpetrator to the victim (see, e.g., Kendall-Tackett, Williams, & Finkelhor,
1993; Ruggiero, McLeer, & Dixon, 2000), and (3) a greater comorbidity of abuse. That
is, individuals with multiple forms of maltreatment have significantly worse outcomes
(and higher psychiatric comorbidity) than those who experience only one form of abuse
(e.g., Danielson et al., 2005).

Victim characteristics that moderate the relation of child maltreatment to depression
have also been examined. As discussed earlier, maltreatment occurring in adolescence or
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persisting throughout childhood and adolescence, is significantly more strongly predictive
of depression than is maltreatment that occurs only in childhood (see, e.g., Éthier et al.,
2004; Thornberry et al., 2001). This is an important finding as, currently, most public
spending on prevention and intervention related to maltreatment is focused on younger
children (Thornberry et al., 2001).

Furthermore, several studies have provided evidence that among children with a his-
tory of sexual abuse, boys report significantly more depression (Schraedley et al., 1999),
suicidal ideation and attempts (see, e.g., Garnefski & Diekstra, 1997; Martin, Bergen,
Richardson, Roeger, & Allison, 2004), and behavioral problems (see, e.g., Garnefski &
Arends, 1998) than girls. This differential relation to outcome emerges despite epidemio-
logical data from the National Incidence and Prevalence Study of Child Abuse and
Neglect suggesting that girls are more than twice as likely to report sexual abuse than are
boys (Cappelleri, Eckenrode, & Powers, 1993). Some research suggests that sexual abuse
experienced by boys may be more severe than that experienced by girls, relying on force
and occurring in the context of physical abuse (e.g., Watkins & Bentovim, 1992). In addi-
tion, most perpetrators of sexual abuse are men, and thus sexual identity conflict result-
ing from this experience may help to explain the stronger effects of sexual abuse in boys
(Duncan & Williams, 1998). Indeed, Dhaliwal, Gauzas, Antonowicz, and Ross (1996)
suggest that shame may be a particularly important factor for boys, given the same-sex
nature of the assault and the fact that society has been slow to acknowledge the presence
of male sexual abuse survivors. Regardless of the reason for this sex difference, it is clear
that greater attention needs to be paid to male victims in both research and intervention
programs.

Finally, epidemiological data suggest that the prevalence of abuse varies by race
(Cappelleri et al., 1993). Although white children are most likely to have experienced
sexual abuse, black children are most likely to be identified as physical abuse victims.
Very few studies have examined race as a moderator of the relation of child abuse and
neglect to mental health outcomes, and all have focused exclusively on sexual abuse. Two
of these studies suggest a stronger relation of sexual abuse to negative outcomes, includ-
ing depression, in Hispanic children relative to black children (Sanders-Phillips, Moisan,
Wadlington, Morgan, & English, 1995; Shaw, Lewis, Loeb, Rosado, & Rodriguez,
2001). These reports attribute this differential relation to greater severity of the abuse
and higher levels of family conflict in Hispanic children. Differences between white and
non-white groups are less clear. Although Feiring, Coates, and Taska (2001) reported that
a history of child sexual abuse was related to higher levels of shame and internal attribu-
tions of the abuse in white children than in Hispanic or black children, Mennen (1995)
reported no differences between these three groups in depression or anxiety. All of these
studies focused on documented sexual abuse in samples of a similar age range (~8–16)
and employed similar measures of depression. Therefore, inconsistencies in the results are
difficult to interpret. These studies were also small in scale, and thus ethnic differences in
the outcomes associated with abuse should be investigated in large nationally representa-
tive data bases.

COGNITIVE MEDIATION OF THE RELATION OF CHILD ABUSE AND NEGLECT
TO DEPRESSION

The studies reviewed in the previous section provide strong evidence that child abuse and
neglect are potent vulnerability factors for future episodes of depression. However, not all
young people who experience these adversities will become depressed, which leads to a
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search for mediating mechanisms. Several theories, including attachment theory (Bowlby,
1969), schema theory (Young, 1994), and the cognitive theory of depression (Beck,
1976), suggest that it is the cognitive representation of the early adversity that implicates
it in negative long-term outcomes. For example, Beck’s (1976) cognitive theory of depres-
sion posits that child maltreatment leads to the development of depressogenic cognitive
schemas, or negative core beliefs about the self, world, and future that are enduring and
resistant to change (e.g., “I’m worthless,” “The world is a dangerous place”). Similarly,
the revised hopelessness theory of depression (Rose & Abramson, 1992) predicts that
chronically maltreated children learn to view the causes of their maltreatment as internal,
stable, and global (e.g., “This happened because I am a flawed person and will always be
flawed”), thus developing hopelessness-inducing inferences about the world in general.
These negative cognitive processes subsequently set the stage for depression.

Results of several studies suggest that child abuse and neglect are associated with
negative cognitions. Cross-sectional studies of children have found that those with docu-
mented abuse and/or neglect evidence a more negative attributional style than matched
controls (Cerezo-Jimenez & Frias, 1994; Mannarino & Cohen, 1996). The relation of
child maltreatment to negative cognitions has been documented even in very young chil-
dren. For example, two examinations of preschooler narratives found that maltreated
preschoolers evidenced more negative self and parent representations than did non-
maltreated preschoolers (Toth, Cicchetti, Macfie, Maughan, & Vanmeenen, 2000; Toth,
Cicchetti, Macfie, & Emde, 1997).

Interesting individual differences in the relation of maltreatment to negative cogni-
tion have also been reported. Using a sample of children ages 7–18, Kolko, Brown, and
Berliner (2002) reported that sexual abuse was associated with significantly higher scores
on a measure of negative abuse-specific attributions than was physical abuse. This is con-
sistent with Gibb’s (2002) review of the relation between child maltreatment and negative
attributional style in the adult literature. In particular, he found the largest effect sizes for
the relation of emotional abuse to negative attributional style. Small, but still significant
effect sizes emerged for the relation of sexual abuse to attributional style, whereas no sig-
nificant effect of physical abuse on attributional style was detected. Gibb and colleagues’
prospective longitudinal work with undergraduate samples in the Temple–Wisconsin pro-
ject also suggests that emotional abuse, but not physical or sexual abuse, is significantly
associated with the development of a negative attributional style that prospectively medi-
ates the development of depression (Gibb, Alloy, Abramson, & Marx, 2003; Gibb et al.,
2001). Using two independent samples of undergraduates, Hankin (2005) also recently
found that emotional abuse, but not physical or sexual abuse, was significantly associated
with a negative cognitive style and an insecure attachment style, and these intervening
variables mediated the prospective development of depressive symptoms. Finally, these
findings were recently replicated in a sample of fourth and fifth graders, such that a nega-
tive attributional style significantly mediated the relation between verbal abuse, specifi-
cally, and the 6-month longitudinal change in depressive symptoms (Gibb & Alloy,
2006).

We recently investigated individual differences in the outcomes associated with par-
ticular cognitive schema themes resulting from maltreatment. Our sample included 76
adolescents with major depression, of whom 37% had a history of severe physical abuse
and/or neglect, as assessed by the CECA interview (Lumley & Harkness, in press). In con-
trast to the findings pertaining to attributional style, we found that physical abuse, sexual
abuse, and neglect were significantly associated with several negative cognitive schemas,
as assessed by the Young Schema Questionnaire (YSQ; Young, 1994). Furthermore, nega-
tive cognitive schemas with themes of vulnerability (e.g., “I can’t seem to escape the feel-
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ing that something bad is about to happen”) preferentially mediated the relation of mal-
treatment to the severity of anxious symptoms, and schemas with themes of emotional
deprivation (e.g., “People have not been there to give me warmth, holding, and affec-
tion”), social isolation (e.g., “I don’t fit in”), and failure (e.g., “I’m incompetent when it
comes to achievement”) preferentially mediated the relation of maltreatment to the sever-
ity of depression symptoms.

Several additional studies have tested the mechanistic prediction that a negative
cognitive style mediates the relation between child abuse and neglect and depression. In
a sample of 240 sixth graders, Garber, Robinson, and Valentiner (1997) reported that
children’s perceptions of self-worth partially mediated the relation between maternal
parenting style, as assessed by child and mother reports on the Children’s Report of
Parental Behavior Inventory (CRPBI; Schaefer, 1965), and depression, defined as a
composite of self-report, mother report, and clinician interview. Similarly, in a sample
of 70 maltreated children (ages 6–13), Brown and Kolko (1999) found that abuse-
specific attributions, as well as a general negative attributional style, significantly medi-
ated the relation between the severity of maltreatment and children’s internalizing and
externalizing symptoms. Overall, physical abuse, attributions of self-blame and guilt,
and general negative cognitive errors accounted for 28% of the variance in depressive
symptomatology, as assessed by the CDI. This result was replicated subsequently in a
sample of 160 adolescents with documented abuse or neglect (McGee, Wolfe, &
Olson, 2001). Results of these cross-sectional studies are limited, however, as causal
mediation cannot be determined.

Prospective studies supported the results of the cross-sectional reports. For example,
Garber and Flynn (2001) followed their sample of sixth graders annually over 3 years,
and found that maternal parenting style significantly prospectively predicted adolescents’
self-worth, attributional style, and level of hopelessness, even after controlling for the
effect of maternal depression. Although this study did not specifically address the ques-
tion of mediation, it is important for establishing a prospective relation between maltreat-
ment and negative cognition.

In two studies, both using the same sample of 147 child and adolescent victims of
sexual abuse, Feiring and colleagues found that negative attributional style at abuse dis-
covery significantly mediated the relation between sexual abuse severity and depressive
symptoms, both cross-sectionally (Feiring, Taska, & Lewis, 1998) and prospectively, 1
year later (Feiring, Taska, & Lewis, 2002). The longitudinal pattern of results remained
significant after controlling for level of psychopathology at abuse discovery. Similarly, in
an 8-year longitudinal study of 363 mother–child dyads, Stuewig and McCloskey (2005)
found that harsh parenting in childhood predicted the development of cognitions related
to shame and guilt in early adolescence, indirectly through ongoing parental rejection.
Shame and guilt subsequently mediated the relation of parental maltreatment to depres-
sion symptoms in late adolescence.

The studies reviewed above suggest that children and adolescents with a history of
maltreatment are more likely to endorse negative cognitions and are more likely to dis-
play a negative abuse-specific and general attributional style, than those without this his-
tory. Prospective studies suggest that these negative cognitive processes in turn mediate
the development of depressive symptoms. As such, these findings implicate cognitive style
as an important causal mechanism that translates early abuse and neglect into the symp-
toms and syndrome of depression, thus providing a clear target for intervention. Spe-
cifically, cognitive strategies that focus on changing negative attributions may be particu-
larly helpful for youths with a history of maltreatment. Indeed, recent studies suggest that
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cognitive-behavioral interventions for sexually abused youths result in significant reduc-
tions in depression, anxiety, and posttraumatic symptomatology, as compared with
nondirective supportive treatments (e.g., Cohen, Mannarino, & Knudsen, 2005; King et
al., 2000) and child-centered treatment that is typically delivered in community agencies
(Cohen, Deblinger, Mannarino, & Steer, 2004).

THE NEUROBIOLOGY OF CHILD ABUSE AND NEGLECT:
HPA AXIS DYSREGULATION

In addition to significant changes in cognition associated with early abuse, there is now
an impressive amount of evidence suggesting that child maltreatment is associated with
critical changes in neural function and structure. The effects of child maltreatment on the
developing brain are broad-ranging and likely affect the structure and function of a num-
ber of neural pathways (see De Bellis et al., 1999). In this section we focus specifically on
the effect of child abuse and neglect on the HPA axis. The reason for this focused
approach is that child abuse and neglect are potent, and often chronic, stressors. There-
fore, the neural consequences of these experiences are likely strongly mediated by dysreg-
ulation of these critical brain areas subserving the stress response. Indeed, most of the
research on the neurobiological effects of child maltreatment focuses on dysregulation of
the structure and function of the HPA axis. First, we describe the normal function of the
HPA axis, and then the changes that occur at a structural and functional level when this
system goes awry in the face of chronic, severe stress.

The purpose of the HPA axis is to facilitate survival in response to acute stress (e.g.,
predator attack). In this normal system, acute stress results in an immediate release of
corticotropin-releasing hormone (CRH) in the cortex, hypothalamus, and pituitary
(Weiss & Kilts, 1998). This process then causes release of adrenocorticotropic hormone
(ACTH) from the pituitary and, subsequently, release of the glucocorticoid hormone
cortisol from the adrenal cortex. This acute stress response ensures survival by inducing
critical physiologic changes (e.g., increased heart rate) that facilitate adaptive behavioral
patterns (i.e., fighting, “flighting,” or freezing; Sapolsky & Plotsky, 1990). This evo-
lutionarily adaptive response system is time-limited and counterbalanced by various pro-
cesses that inhibit arousal via negative feedback.

However, when stress is chronic, sustained elevation of glucocorticoids can result,
which reduces negative feedback inhibition of the HPA axis (Sapolsky, Krey, & McEwen,
1984). As a result, glucocorticoid levels can remain chronically elevated and responses to
further stressors exaggerated. Prolonged periods of glucocorticoid hypersecretion can
cause cell death and permanent damage to the hippocampus (see, e.g., Sapolsky, Uno,
Rebert, & Finch, 1990). Stressors early in development may have particularly marked
neuropathological consequences. For example, maternal deprivation of young rodents
results in long-lasting changes in the HPA axis response to stress (see, e.g., Ladd, Owens,
& Nemeroff, 1996). Therefore, the presence of chronic stress, particularly early in devel-
opment, can have profound consequences for the HPA axis response to stress. These may
be indexed structurally in terms of hippocampal atrophy and functionally in terms of
hypersecretion of cortisol in response to stress (i.e., an exaggerated HPA axis stress
response). Evidence for the effect of child maltreatment on the dysregulation of the HPA
axis, in terms of both its structure and function, is presented next.

A large amount of evidence has now accumulated documenting a relation between
child maltreatment and hippocampal atrophy. Indeed, this series of structural magnetic
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resonance imaging (MRI) studies is perhaps the most compelling evidence for the effect of
childhood trauma on the brain in humans. In the seminal study in this series, Bremner
and colleagues (1997) reported that adult women with posttraumatic stress disorder
(PTSD) and a history of childhood physical or sexual abuse had a 12% lower left hippo-
campal volume than women with PTSD and no history of abuse. The degree of hippo-
campal atrophy was significantly correlated with the duration of the abuse. This is
important, as it supports the interpretation that the atrophy was caused by the abuse, as
opposed to the alternative interpretation that small hippocampal volumes serve as a vul-
nerability to childhood abuse and PTSD. Bremner et al. (2003) also reported that the hip-
pocampal volume of women with PTSD and a history of childhood physical or sexual
abuse was 19% lower than that of controls and 16% lower than that of women with
childhood trauma but no PTSD. This latter result suggests that the trauma in and of itself
is not toxic, and that it exerts its neurotoxic effect only in the context of psychopatholo-
gy. This is an important finding as it suggests that individuals who are psychologically
resilient to trauma (i.e., they do not exhibit psychopathology) also show neurobiological
resilience. An important question for future research is whether neurobiological resilience
and symptomatic resilience are causally related. Finally, Vythilingam et al. (2002)
extended the aforementioned results to depression, reporting that the hippocampal vol-
umes of women with major depression and a history of abuse were 18% lower than those
of women with major depression and no abuse, and 15% lower than those of controls.
Researchers suggest, given these findings, that the observed hippocampal atrophy is
caused by glucocorticoid neurotoxicity resulting from chronic traumatic stress (e.g.,
Sapolsky, 2000).

The evidence of hippocampal atrophy in children with abuse is less clear, however. In
general, significant neurostructural changes have been observed in maltreated children.
For example, De Bellis et al. (1999, 2002), in two independent samples, reported that
children (ages 6–17) with PTSD and documented maltreatment had significantly lower
intracranial volumes, significantly higher cortical and prefrontal cortical cerebrospinal
fluid volumes, and significant lateral ventrical enlargement, as compared with non-
maltreated controls. These structural differences were significantly correlated with the
duration of abuse and PTSD. However, in neither of these two studies was there evidence
for differences in hippocampal volume between groups. Hippocampal volume differences
were also not observed in a longitudinal study of nine maltreated 10-year-olds with PTSD
versus nine controls followed to age 13 (De Bellis, Hall, Boring, Frustaci, & Moritz,
2001).

The results of the studies cited are of great interest, as they suggest that the strong re-
lation between child abuse and hippocampal volume loss reported consistently in studies
with adults is not replicated in studies with children, despite the experience of similar
adversity and psychopathology, and despite the presence of diffuse cortical neuron loss in
children. On one hand, this result is helpful, as it provides evidence that the lower hippo-
campal volumes observed in adults with childhood trauma are not a vulnerability marker
for trauma (otherwise they would be seen in the children as well), but instead are caused
by the trauma itself. On the other hand, however, this result presents a paradox that has
yet to be explained. This paradox is further evident in studies of the effect of childhood
trauma on HPA axis function.

As reviewed above, chronic stress results in chronically elevated release of gluco-
corticoids and exaggerated cortisol response to acute stress (Sapolsky et al., 1984). In
samples of adults with a history of child maltreatment, increased cortisol release has been
documented in response to CRF challenge (Heim et al., 2002; Heim et al., 2000) and a
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psychosocial stress challenge (Heim, Newport, Bonsall, Miller, & Nemeroff, 2001).
Again, it is the increased and sustained release of cortisol during chronic stress that is
believed to be responsible for hippocampal cell death.

In samples of children, the results are again less clear. De Bellis and colleagues (1994)
reported a significantly lower ACTH response to ovine CRH challenge in sexually abused
girls (ages 7–15) versus matched controls. However, the two groups did not differ in
cortisol levels either pre- or postchallenge. Kaufman et al. (1997) also reported differ-
ences in ACTH secretion following CRH challenge in a sample of maltreated children
with major depression versus depressed children with no adversity and controls, but did
not report cortisol differences. Therefore, the null results of De Bellis and his group
regarding both hippocampal volume and hypercortisolemia require independent replica-
tion before any firm conclusions can be drawn.

Nevertheless, it is compelling that the profound effects of child abuse on hippocam-
pal structure and cortisol function in adults with PTSD and major depression are not seen
in children. The reason for this discrepancy is unclear and thus provides a very important
avenue for further study. Indeed, this question cuts to the heart of our understanding of
the pathological developmental effects of early adversity. The children with abuse studied
by De Bellis and colleagues become the adults with a history of abuse in the samples stud-
ied by Bremner, Heim, and colleagues. Therefore, something must happen in the interven-
ing transition.

Developmental changes in the rate of neurogenesis in the hippocampus may help to
account for the inconsistencies. In particular, hippocampal neurogenesis is very dramatic
through childhood, but then slows across adolescence and adulthood (Paus, 2005).
Therefore, the high rate of neuron growth in this critical area in childhood may mask any
neurotoxic effects of trauma. This may also help to explain why individuals who experi-
ence trauma only in childhood have lower rates of psychopathology than individuals who
experience trauma in adolescence or chronically throughout the child–adolescent transi-
tion (Thornberry et al., 2001). That is, the early developing limbic system may be particu-
larly plastic to the effects of trauma. Therefore, if the trauma resolves while limbic struc-
tures are still in the midst of massive neuronal growth, the effects on later cognitive-
emotional development may not be as severe as if the trauma persists into a period of
increasing neuronal stability (Harkness & Tucker, 2000). A crucial study needed to test
this hypothesis is to examine the longitudinal changes in hippocampal volume and
cortisol function in maltreated and nonmaltreated children as they make the transition
from adolescence to young adulthood. In this way, researchers can chart the developmen-
tal time course of brain changes associated with adversity both within and between
groups.

CHILD ABUSE AND NEGLECT INCREASE STRESS SENSITIVITY

Child abuse and neglect are associated with significant disruptions in cognitive schema
development and in the neurological stress response. One consequence of these disrup-
tions is that they render individuals more vulnerable to the effects of later stress. For
example, animals with hypercortisolemia show an enhanced behavioral response to stress
(Kalynchuk, Gregus, Boudreau, & Perrot-Sinal, 2004). Furthermore, there is ample evi-
dence that negative cognitive schemas are easily primed by negative life events (see Segal,
Williams, Teasdale, & Gemar, 1996). The strongest proximal trigger of major depression
onset is the presence of stressful life events (Kendler, Gardner, & Prescott, 2002; Mazure,
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1998). A logical question to ask next, then, is whether child maltreatment is associated
with a heightened sensitivity to later stressors.

One of the most intriguing developments in the area of stress research is the finding
that certain individuals are particularly sensitive to the effects of stress, so that (1) they
are significantly more likely to develop depression in the face of stress and (2) they
require a lower severity level of stress to precipitate an episode. That is, their threshold
for a pathological response to stress is reduced, such that lower levels of stress are
required to trigger onset. This stress sensitization, or “kindling,” hypothesis was pro-
posed by Post (1992) to explain the phenomenon of increased stress sensitivity over the
recurrent course of major depression (see Monroe & Harkness, 2005). Subsequent inves-
tigators have proposed that childhood adversity may be a risk factor for stress sensitiza-
tion. That is, the presence of early adversity may significantly increase individuals’
response to stress, so that they (1) are more likely to develop depression in the face of
stress and (2) require a lower severity level of stress to precipitate depression than those
without this risk factor even prior to the first onset of the syndrome.

In support of this prediction, Kendler, Kuhn, and Prescott (2004) reported that adult
women with a history of childhood physical or sexual abuse were significantly more
likely to develop depression in the face of proximal stress than women without this his-
tory. Similarly, in studies of late adolescent girls (Hammen, Henry, & Daley, 2000) and
younger children (Rudolph & Flynn, 2007), researchers found that those with a wide
range of adversities (e.g., parental death, parental psychopathology, witnessing violence)
required a lower level of stress to precipitate depression onset than those without this his-
tory. We have subsequently replicated this effect in a sample of adolescents with a history
of childhood physical abuse, sexual abuse, or neglect, as assessed with the CECA inter-
view (Harkness, Bruce, & Lumley, 2006). We further demonstrated that the effect of
child abuse and neglect in sensitizing adolescents to proximal stress was specific to those
with their very first onset of depression.

It is important to note that individuals with a history of childhood maltreatment are
also at increased risk for the generation of stressful life events (see Hankin & Abramson,
2001). In particular, across two independent samples of undergraduates, Hankin (2005)
recently found that a history of emotional abuse, as assessed by a self-report question-
naire, and a history of parental discord, as assessed by the CECA, were significantly asso-
ciated with elevated rates of stressful life events experienced over a 10-week (sample 1)
and a 2-year (sample 2) prospective period. The generation of stress mediated the change
in depressive symptoms in both samples over the respective prospective periods. We
recently replicated the relation of childhood adversity to stress generation in a sample of
adolescents with major depression. We found that depressed adolescents with a history of
physical abuse, sexual abuse, and/or neglect, as assessed by the CECA, were significantly
more likely than depressed adolescents with no such history to report recent stressors,
particularly in the interpersonal domain, as assessed by the Life Events and Difficulties
Schedule (LEDS; Bifulco et al., 1989), a rigorous contextual interview and rating system
(Harkness, Lumley, & Bruce, 2007). Several other studies have also documented a signifi-
cant relation between child maltreatment and increased rates of interpersonal stress-
ors, including peer rejection and social withdrawal (Finzi, Ram, Har-Even, Shnit, &
Weizman, 2001; Salzinger, Feldman, Ng-Mak, Mojica, & Stockhammer, 2001), bullying
victimization (Shields & Cicchetti, 2001), and conflict in peer and romantic relationships
(Egeland, Yates, Appleyard, & van Dulmen, 2002). These associations held even when
controlling for psychopathology. Therefore, childhood adversity may represent a “double
threat” in promoting vulnerability to depression. That is, childhood adversity may be a
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potent risk factor for depression, possibly because it increases sensitization to the stress-
ors that precede the onset of the syndrome, and may increase the generation of stressors
that increase risk for recurrence.

The results of the studies reviewed above suggest that childhood adversity height-
ens sensitivity to future stress, so that depression is more likely to occur following
stress, and is more likely to occur in the face of lower levels of stress in individuals
with a history of adversity than in those without. We suggest that this process may be
mediated by (1) an increase in cognitive schema consolidation and (2) an increase in
the HPA axis stress response, both of which may stabilize during adolescence. Adoles-
cence is a crucial period in cognitive-emotional development, when schemas related to
the self and the self in the world are hypothesized to consolidate (see Gibb & Coles,
2005; Hankin & Abela, 2005). Furthermore, adolescence is a crucial period in brain
development and a time when neurogenesis in critical limbic structures begins to stabi-
lize. Therefore, we suggest that adolescence is a period of extreme vulnerability for the
development of depression in the face of child maltreatment because it is during this
important stage of development that the neural and cognitive-emotional consequences
of adversity are most profound.

An Integrated Psychobiological Developmental Model
of Child Adversity and Depression

Our model is depicted graphically in Figure 19.1. We predict that severe physical abuse,
sexual abuse, emotional abuse, and/or neglect result in the development of core negative
beliefs about the self and world and dysregulation of the HPA axis response to stress.
These two processes interact throughout adolescence, especially in the face of chronic
adversity, and stabilize through the general process of neurobiological and cognitive-
emotional maturity. The resulting rigid depressogenic schema structure and hyper-
responsive limbic system are kindled, or primed, to respond to future stressors in the
environment with a heightened depressogenic response. That is, we predict that child
abuse and neglect lead to depression, at least in part, because they are associated with (1)
the consolidation of rigid depressogenic schema structures that become more easily
primed by proximal life events and (2) the dysregulation of limbic brain structures that
become hyperreactive in the face of proximal life events. As a result, these proximal
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stressors are more likely to trigger depression onset in adolescents with abuse than in
those without.

Although the research reviewed here bears on various aspects of this theoretical
framework, there are currently no studies, to our knowledge, that have tested the full
developmental model. We hope that presenting it in this context will help stimulate multi-
disciplinary research into the psychobiological developmental mechanisms that translate
early adversity into depression in vulnerable adolescents. What is particularly needed is
longitudinal research that charts the within- and between-subject time course of these
pathological processes that mediate depression in those with maltreatment. This work is
crucial to explaining individual differences in the response to child abuse and neglect and
to determining when and how best to focus intervention.

SUMMARY AND CONCLUSIONS

There is now a substantial body of literature demonstrating a strong prospective relation
of physical abuse, sexual abuse, emotional abuse, and neglect to depression in children
and adolescents. However, we are still at a very early stage in understanding (1) individ-
ual differences in the relation of maltreatment to depression and (2) the mechanisms that
translate maltreatment into depression. In terms of individual differences, a limited num-
ber of studies suggest that the effect of abuse and neglect on depression is moderated by
victim gender, age, and ethnicity, as well as by characteristics of the abuse itself (e.g.,
chronicity, severity, and relationship to perpetrator). Most of this research has been con-
ducted with victims of sexual abuse. The pattern of moderators may differ in important
ways for victims of physical abuse or neglect, and thus research into individual difference
predictors of outcome for these adversities requires similar attention. Understanding the
pattern of individual heterogeneity in the effects of child abuse and neglect will help to
more effectively target vulnerable groups. For example, research suggesting that maltreat-
ment may have a more pathological effect for adolescent than for child victims will, we
hope, encourage more services targeted to this group.

In terms of mechanism, compelling evidence suggests that child abuse and neglect are
associated with profound effects on cognition and neurobiology that may mediate the
later development of depression. In particular, children and adolescents with a history of
adversity endorse more negative views of themselves and a more negative attributional
style than those without adversity, and these negative cognitions prospectively mediate
the relation between adversity and depression symptoms and the major depression syn-
drome. Child abuse and neglect are also associated with general neuron loss across broad
cortical areas in childhood, as well as dysregulation of the HPA axis response to stress.
However, key indicators of neurotoxicity seen in adults (i.e., hypercortisolemia and hip-
pocampal atrophy) are not seen in children. We have argued here that this paradox may
be explained through greater attention to the adolescent transition. In particular, we sug-
gest that the neurotoxic effects of child maltreatment may emerge gradually over this
period as neurogenesis stabilizes in the hippocampus.

Finally, we suggest that the effects of trauma on neurobiological and cognitive devel-
opment may increase victims’ sensitivity to proximal stressful life event triggers. That is,
individuals with a history of abuse and neglect may be cognitively and neurobiologically
primed to react to future environmental stress with a stronger pathological response than
those without this trauma history. We predict that stress sensitivity may be a crucial
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mechanism that results in higher rates of depression onset in adolescents who have been
abused and neglected.

Adolescence is a period of strong vulnerability to the pathological effects of trauma.
However, for the same reason it is also a period of opportunity. Interventions during this
period have the potential to produce change in the system, stabilizing it in a positive
direction. In particular, interventions focused on (1) changing attributions of the trauma
and general attributions of the world so as to prevent the consolidation of negative core
schemas and (2) teaching self-efficacy skills to dampen sensitivity to proximal stressors
hold promise for preventing the often lifelong pattern of devastation in young victims of
abuse.
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